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MODELING OF HIGH STRAIN RATE AND STRAIN LOCALIZATION 
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May 2005 

 

Chair: Hussein M. Zbib 

 

 In this work, the deformation process in FCC single crystals under high strain rate 

ranging between 105 s-1 to 108 s-1 is investigated using a multiscale model of plasticity 

that couples discrete dislocation dynamics and finite element analyses. Computer 

simulations are carried out to mimic the shock loading condition involved in high 

intensity laser experiments. In the first part of this study, the effects of peak pressure, 

shock pulse duration, crystal anisotropy and the nonlinear elastic properties on the 

interaction between shock waves and preexisting dislocation sources are investigated. 

Our calculations show that the dislocation density is proportional to strain rate, pulse 

duration and crystal orientation, and that the dislocation density increases with pressure 

proportional to a power law of 1.70 for pressure greater than 30 GPa. The results suggest 
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that while the inclusion of pressure-dependent elastic properties for isotropic media leads 

to faster wave propagation speed, incorporating the effect of crystal anisotropy in the 

elastic properties results in orientation dependent wave speed and peak pressure. The 

relaxed configurations of dislocation microstructures showed the formation of micro 

bands coincident with the {1 1 1} whose characteristics are strain rate and orientation 

dependent.  

In the second part of this study, shock-induced dislocation nucleation is 

investigated. Shock waves with strength ranging from 10 to 60 GPa are launched in 

copper perfect crystals resulting in the nucleation of large number of dislocation loops at 

the wave front. Once the dislocation loops are nucleated, they grow in all directions in 

their slip planes forming a three dimensional microstructures consisting of dislocation 

entanglements and weak cellular structure. By this plasticity mechanism, we found that 

uniaxially compressed material relaxes to a hydrostatically compressed state (1D 3D) 

as observed in the experiment.  

In the third part of this study, the effect of finite element boundary condition on 

wave propagation is investigated by implementing periodic boundary condition and 

comparing its results with free and confined boundary conditions. The results show that 

confined and periodic boundary conditions based on node-to-node matching are suitable 

to model shock wave propagation. Mesh sensitivity analyses for steep and ramp shock 

waves show that the convergence in the ramp wave occurs at relatively coarse mesh 

density when compared to the steep wave. The effect of lattice rotation on strain 

localization was also investigated. The results show that more strain localization occurs 

when slip rotation is taken into account. 
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CHAPTER 1 

Introduction 

 
1.1  Introduction 

 

High strain rate processes refer to events in which the material is subjected to a 

rapid deposition or transmission of energy in a small region through the propagation of 

shock waves.  Shock waves are supersonic disturbances that lead to large changes in 

pressure (compression), density and internal energy almost instantaneously. The time 

over which the material can achieve these abrupt changes ranges between hundreds of 

nanoseconds to fractions of nanoseconds depending on the extremity of the loading 

condition. 

Shock waves can be generated by different means such as mechanical from high-

speed impact, chemical from explosives, radiative from high intensity laser or nuclear 

from neutrons. Shock waves can propagate in one, two or three dimensional geometries, 

however most of the research attention has been focused on the propagation of one 

dimensional wave, as it is extremely difficult to carry out precise measurements in two 

and three dimensional geometries. The main types of one dimensional shock waves are 

planar, cylindrical and spherical shock waves where the compression occurs in a surface, 

a line, and a point respectively. The experimental measurements for the planar shock 

wave are relatively simple compared to spherical and cylindrical waves where 

geometrical attentions need to be incorporated. 
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Under shock loading condition, the material undergoes changes in its mechanical, 

physical and mechanical properties. In solid mechanics, we are mainly interested in 

developing fundamental understanding of the material response under extreme conditions 

and the deformation process accompanied by shock propagation. By that we can improve 

our understanding to the deformation process under extreme conditions and design novel 

materials with enhanced mechanical properties.  

 

1.2 Plane Wave Loading 

 

Plane wave loading is achieved by loading of half space with lateral dimensions 

extending to infinity as shown in figure 1.1. Half spaces however, do not exist in real life, 

therefore, in the experiments where the specimens have finite dimensions, this loading 

condition is attained by making the measurements at the center of the specimens over a 

very short period of time before the arrival of waves reflected from the edges.  In general, 

such loading generates a uniaxial strain in the material, resulting in the propagation of 

large amplitude three-dimensional state of stress.  

The main elements to investigate the mechanical response in shock experiments 

are the application of controlled loading and the precise measurements of the material 

response and the wave structure (Graham 1993). Wave profile measurements are carried 

out by constructing wave snapshots or wave histories. Wave snapshots are constructed by 

recording the variation in the wave profile as a function of distance at the same time, 

whereas wave histories are constructed by recording the variation in the wave amplitude 

as a function of time at the same position. The ideal shock profile (exhibited by normal 
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fluids) consists of a discontinuous shock front, plateau at the peak pressure whose 

duration is equivalent to the pulse duration and a release part as shown in figure 1.2a.  

This kind of idealization is used when the behavior of the solid material is assumed to be 

fluid like. In real solids however, the wave profile is different as different peculiarities are 

exhibited such as plastic deformation. Shock waves are usually classified as weak, 

moderate and strong.  When the shock strength exceeds the critical value of plastic flow 

stress defined as the Hugoniot elastic limit (HEL), yielding phenomenon occurs and 

leaves elastic precursor that separates the elastic and plastic regimes on the wave profile 

(See figure 1.2b). It is worth mentioning that although the HEL in metals is low, it can be 

very high in ceramics; take for example sapphire where HEL ~ 20 GPa (Meyers 1994).  

 

1.3 Rankin Hugoniot Jump Conditions 

 

In this section, we derive the jump conditions using the hydrodynamics treatments 

of fluids assuming uniaxial compression of the material. In strong shocks, the amplitude 

of pressure greatly exceeds the yield stress and so the shear modulus of the material can 

be neglected.  The generation of shock waves can be simply envisioned as successive 

motion of a piston in a cylinder of a unit cross sectional area as shown in figure 1.3.  The 

motion of the piston takes the matter from its ambient conditions (P0, ρ0, E0) to the highly 

compressed state (P, ρ, E) over a period of time equals ∆t where P, ρ, E are pressure, 

mass density, and internal energy per unit mass.  

During a time interval of t∆ the wave front has moved a distance  where Us 

is the wave propagation speed. The piston however, has moved a distance U , where 

tUs∆

p∆t
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Up is the piston (particle) velocity. Hence the matter contained in region is now 

contained in region (

tUs∆

t)UU ps ∆×−

)Ups −

. The conservation of mass states that matter can 

neither be created nor destroyed, hence one can obtain: 

0

ρ
ρ

velocitymass( ×

tUs0 ∆ρ

t)P0 ∆

0(
2
1

ρ

).

U(Us0 ρ=ρ , or  
s

p

U
U

1−=                                   1.1 

Newton’s second law states that force is equal to the rate change of 

momentum When a shock travels a distance Us×∆t, it 

accelerates a mass  to a particle velocity of . Because the area is unity, the 

impulse F , assuming equals to zero, we obtain; 

)).tF( ∆=∆

P(t −=∆ 0P

pU

=P ps0 UUρ                               1.2 

The energy conservation requires that the work done by the piston on the matter is 

equal to the change in its kinetic and internal energies. When the piston moves a distance 

, the work done is equal to tUp∆ tPU p∆ . The change in the kinetic energy acquired by 

that mass element is therefore 2
pUs )tU ∆ . The change in the internal energy between 

the undisturbed and shocked states can be expressed as EE(tU 0s0 −∆ρ  From this 

discussion the energy equation can be expressed in the following form: 

pPU = 2
ps0 U)U(

2
1

ρ + )EE(U 0s0 −ρ              1.3 

Using  equations 1.1 and 1.2, equation 1.3 can be rearranged such that: 

)VV(P
2
1EE 00 −=−                          1.4 
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Where  In shock wave community, equations 1.1, 1.2 and 1.4 are usually called 

the Rankine-Hugoniot jump conditions. It is worth mentioning that the experimental data 

of a large number of materials shows that relationship between the shock velocity and the 

particle velocity is linear with a slope that is material dependent. 

./1V ρ=

 

1.3 Stress Analysis 

 
Stress analysis of the state of stress under shock loading condition is essential to 

comprehend the deformation process under extreme conditions. The state of stress in a 

planar shock wave involves uniaxial strain compression. Suppose that the material is 

compressed uniaxially in the z-direction, then zzε ≠ 0 and all other stain components are 

zero. If no plastic deformation (no dislocations) is involved in the wave propagation, 

linear elasticity theory predicts the following relations: 

zzyyxx 1
σ

υ−
υ

=σ=σ                1.5     

)(
2
1

yyzz σ−σ=τ                1.6 

)(
3
1p zzyyxxm σ+σ+σ−=                                                1.7 

Where is Poisson’s ratio and τ is the maximum shear stress at the wave front and p is 

the hydrostatic pressure.  In the shock wave loading of solids, the longitudinal component 

of the stress is defined as the pressure ( P

υ m

zzσ−= ) since it is the driving force of the shock 

wave, in fluids however the pressure is equal to the hydrostatic pressure. When the 

applied pressure exceeds the HEL, the material deforms plastically. Plastic deformation is 

mainly produced by a microscopic mechanism controlled by the activities of dislocations. 
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Dislocation activities are the fundamental mechanism for relieving strain in crystalline 

materials, hence it is expected that the dislocation activities will cause the stresses to have 

different values than those given by the elasticity theory.  

 

1.5 Dislocation Dynamics 

 

According to the dislocation theory, plastic deformation in crystals is achieved by 

the generation and transport of dislocations (see figure 1.4). Dislocations are line defects 

that can move on specific planes in certain directions depending on the crystallographic 

structure of the crystal. In fcc crystals for example, dislocations move on { planes in }111

110 directions.  Geometrically a dislocation line is defined by its Burgers vector (b) and 

line sense ( . The Burgers vector is the displacement of the atoms that occurs in the 

crystal as the dislocation moves. The line sense is a unit vector tangent to the dislocation 

line. When the Burgers vector is normal to the line sense the dislocation is defined as 

edge dislocation and when it is parallel to the line sense it is defined as screw dislocation. 

The dislocation can be a line extending until it reaches a free surface or an interface or it 

can be a closed loop within the crystal. As the dislocation is a line defect, it is associated 

with an internal strain field that varies as the inverse of the distance from its core  

)ξ

This fundamental understanding of dislocation mechanisms has been used to 

simulate the collective behavior of large number of dislocations in single crystals. 

Discrete dislocation dynamics (DD) simulation codes have been introduced in the last 

two decades as powerful numerical tools to simulate plasticity of single crystals based on 

the fundamental physical laws that govern dislocation motion and interaction. At 
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Washington State University, professor Zbib and collaborators have developed one of the 

few well-known three-dimensional DD codes. In this framework, plastic deformation of 

single crystals is obtained by the explicit evaluation of dislocation evolution history. 

Dislocation lines and curves are represented by discrete straight segments that interact 

with each other over short and long ranges. The Peach-Koehler (PK) force resulted from 

different sources is calculated on each dislocation segment. This includes the forces 

exerted on the dislocation from externally applied stresses, the stress fields from the 

immediate neighboring segments and other dislocations that may be present in the 

computational cell. As a dislocation moves, it may encounter local obstacles such as 

stacking fault tetrahedra, defect clusters and vacancies. Furthermore, the dislocation has 

to overcome internal drag, and local barriers such as the Peierls stresses.  

The calculated PK force is used to advance the dislocation segment based on a 

linear mobility law. The dislocation mobility can be extracted from experimental data, or 

calculated by atomistic simulations. For high strain rate loading, the dynamics of the 

dislocations follows a Newtonian equation of motion as will be explained in the next 

chapters.  Another important consideration for DD simulations is dealing with close 

dislocation-dislocation interactions such as annihilation and formation of jogs and 

junctions. 

 

1.6 Deformation Mechanisms 

 

There are three regimes of deformation, which are controlled by the applied 

pressure (strain rate). These deformation regimes are thermal activation, phonon drag and 
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shear wave speed limit. Figure 1.5 shows the transition in the mode of deformation by 

plotting the dislocation velocity as a function of flow stress. Here we give a brief 

description of these regimes. 

Thermal Activation: At low strain rate, dislocation overcomes the short-range 

obstacle discussed above by the assistance of thermal energy. After the dislocation gets 

over the obstacle, it moves a distance λ  till it encounters another barrier. In this case, the 

dislocation velocity can be written as: 

wr tt
v

+
λ

=           1.9 

Here, is the running time between obstacles and  is the waiting time for the thermal 

kick. Apparently,  will decrease as the applied stress (strain rate) increases, therefore 

the thermal activation mechanism becomes less effective.  

rt wt

wt

Phonon Drag: At high strain rates, the applied stress becomes large enough that 

the dislocations will have no time to wait for a thermal kick. In this regime, the 

dislocation has to overcome another barrier provided by drag forces, which result from 

the interaction between the dislocations and the elastic vibrations of the crystal 

(phonons).   

 Shear Wave Speed Limit: At ultra high strain rate, the dislocation velocity is 

limited by the shear wave speed. This speed limit comes about as the stress field of the 

dislocation becomes infinite when the dislocation speed approaches the shear wave 

velocity. A detailed treatment of this speed limit with the introduction of the concept the 

dislocation effective mass can be found in (Weertman 1961).  
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1.7 Dislocations under Shock Loading 

 

Under low strain rate, low pressure loading, the onset of plasticity occurs by 

means of multiplication and motion of preexisting dislocations when the applied shear 

stress  becomes large enough to move the dislocations.  Under high strain rate loading 

however, high amplitude wave propagates with a state of shear stress exceeding the shear 

strength of the crystal therefore; plasticity may be induced by the multiplication and 

motion of preexisting dislocations or by the homogenous nucleation of small dislocation 

loops on or behind the wave front. The generation of the dislocation at the wave front 

relaxes the crystal, transforming the state of stress from uniaxial strain as given in 

equation 1.4 to a hydrostatically compressed state. In other words, the introduction of 

high density of defects at the wave front results in a fluid like behavior of the solid 

material by means of plasticity mechanism 

τ

τ+σ=σ=σ 2zzyyxx              1.10 

Here, τ is the flow stress of the lattice. 

There are several models that address the fundamental problem of homogenous 

nucleation of dislocations at the wave front.  Smith (1958) proposed that infinite edge 

dislocations are nucleated at the wave front moving with the wave front (supersonic 

dislocation). Meyers (1978) suggested a model of dislocation loops nucleated 

periodically at the wave front as the wave advances in the lattice as depicted in figure 1.6.   

The nucleated loops move behind the wave front sub-sonically as the dislocation speed is 

limited by the shear wave speed limit. 
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1.8 Study Rationale  

 

Extensive research has been carried out over the years to study the materials’ 

response to shock loading. Historically, most of the research was carried out on the 

continuum scale by carrying out experiments or developing constitutive models based on 

the results of the experiments. With the advances in the experimental techniques such as 

the introduction of the in situ X-ray diffraction and the use of laser as sources to generate 

shocks, and with the advent of powerful computers, attention has been switched toward 

the investigation of the deformation process of different length and time scales and then 

trying to connect these scales together using multiscale models. Moreover, the material’s 

response to extreme conditions involves many uncertainties that neither current 

experiments nor current theoretical models can resolve. These uncertainties maybe 

resolved by the collaboration of experimentalists, theoreticians and materials modelers to 

resolve these uncertainties.  

Extensive work has been carried out in the national laboratories such as LLNL 

using all possible tools (experiments, theories, massive powerful parallel computers via   

molecular dynamics (MD) simulations to investigate the deformation mechanisms under 

extremely high strain rates, high pressure loading at different spatial and temporal scales 

with the focus on the atomistic and continuum scales. None of these modeling efforts to 

our knowledge, however, has been directed to investigate the deformation mechanism 

under shock loading on the micro scale.  

In this dissertation, multiscale dislocation dynamics plasticity model (MDDP) 

developed at WSU by Zbib and coworkers is used as a tool to develop more insight and 
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to improve our understanding to plastic deformation under extreme shock loading 

conditions. The model is discussed in some details in chapter 2 and chapter 3. In this 

effort, we try to develop fundamental understanding to shock-induced plastic deformation 

in fcc single crystals and address some issues that are uncertain or cannot be attacked 

using current experimental techniques or beyond the capabilities of MD simulations. To 

date, the most advanced laser experiments can be used to generate peak pressure up to 

100 GPa. On the other hand, MD simulations are limited in its spatial and temporal 

capabilities as fractions of micrometer and sub nanosecond can be simulated. It is worth 

mentioning however, that in the next few years the National Ignition Facility (NIF) at 

LLNL will be operational and using this huge laser facility where 192 powerful laser 

beams can be focused on a very small piece of material (mm’s), many of current 

uncertainties can hopefully be resolved and by that we can compare our simulation 

results with the experiments and then make any necessary modifications. 

It is worth mentioning that the version of the MDDP model that we started this 

work with could not be used to address shock wave-dislocation interaction. In this work 

therefore, the model has been modified to account for the following issues: 

• Under shock loading condition, the material’s properties become pressure 

dependent. A model that takes into account this pressure dependent 

behavior has been implemented in the new version of the code. 

• When this work was started, the model was based on the assumption that 

the material is isotropic. However, cubic single crystal exhibits anisotropy 

in its response. The model therefore has been modified to account for this 

anisotropy effect. 
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• We include a model for homogeneous nucleation of dislocations based on 

large-scale atomistic simulations of shock loading. This homogenous 

nucleation model allows simulating shock induced plasticity in both 

perfect and defected single crystals. Before implementing this model, the 

simulations had to start with an initial distribution of dislocation loops or 

sources.  

• Slip rotation was accounted for in the current model by updating the slip 

systems at each time step. 

• Periodic boundary condition in the finite element (FE) code has been 

implemented to investigate the effect of different boundary conditions on 

the wave propagation and the induced plasticity. 

 

1.9 Organization of the Study 

 

After this brief introduction, I would like to introduce the main contents of the 

current work. This dissertation discusses the interaction process between dislocations and 

shock waves and it is written using paper format option. Each chapter to follow 

represents a technical paper that has been accepted or submitted for publication or a 

subscript that is in preparation for submission.  

1- In chapter 2, the effects of different shock wave and materials’ properties on the 

interaction process between dislocations and shock waves in isotropic media are 

investigated. Although the focus in this chapter is on the development of the 

dislocation microstructure, the model captures the main features of any 
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constitutive model applicable to shock loading, i.e. the constitutive model is 

modified and becomes of nonlinear type to account for materials’ nonlinearity 

resulting from the changes in the elastic properties and mass density under high 

pressure. The effects of several parameters including peak pressure and pulse 

duration on dislocation microstructure are investigated. 

2- In chapter 3, the effect of crystals anisotropy on wave propagation and dislocation 

microstructure is investigated.  Moreover, the issue of shock wave attenuations 

has been addressed.  

3- In chapter 4, the issue of homogenous nucleation of dislocation is addressed for 

the first time in the context of multiscale dislocation dynamics simulations. The 

results of dislocation dynamics are compared with multi-million molecular 

dynamics simulations and the most recent high intensity laser experiments carried 

out ay Lawrence Livermore National Laboratory.   

4- In chapter 5, numerical and strain localization issues are investigated. This 

includes the role of finite element boundary condition on wave propagation, the 

effect of loading history of wave convergence and the role of lattice rotation on 

the deformation process. 
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Figure 1.1. Uniaxial strain loading of half plane 
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 Figure 1.4. Dislocation motion in the crystal lattice 
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 Figure 1.5.  Regimes of deformation  
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 Figure 1.6. Dislocation nucleation at the wave front as proposed by Meyers (1978) 
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CHAPTER 2 
 
 

 
Modeling the Dynamic Deformation and 

Patterning in FCC Single Crystals at High Strain 

Rates: Dislocation Dynamics Plasticity Analysis 

 

2.1 Introduction 

 
The response of materials to high strain rates and the deformation processes that 

occur under shock loading conditions are of interests in many applications, e.g. explosive 

metalworking, explosive welding, and high intensity laser interaction with solid targets. 

Shock waves are supersonic disturbances that lead to large changes in compression, 

particle velocity and internal energy almost instantaneously (Gupta 1999). Under shock 

conditions, a uniaxial strain state of deformation is induced in the material resulting in the 

propagation of a high pressure wave. When the applied pressure exceeds the Hugoniot 

elastic limit, the material deforms plastically as a result of dislocation motion and 

multiplication. In general, dislocations move on their slip planes with velocities that 

increase with the rate of deformation. However, due to the relativistic effect, the 

dislocations are limited to move at velocities less than the shear wave velocity. Weertman 

(1961) derived expressions for total, kinetic and strain energies of dislocation lines as a 
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function of velocity, and derived an expression for the effective mass of a fast moving 

dislocation. The dislocations accommodate high strain rates and restrictions on their 

velocity by high rates of multiplications and or nucleation. It is also observed that with 

high rate of strain, dislocations tend to multiply in heterogeneous patterns that lead to 

shear banding. Coffey (1992) examined the microscopic processes responsible for shear 

band formation including the rate at which a source can create dislocations. In addition, 

he examined the localized confinement of these dislocations and the very large energy 

dissipation rates associated with the very high velocity dislocations.  

 The interaction process between shock waves and dislocations leads to the 

formation of different microstructures such as dislocation cells (Wright et al. 1981, 

Meyers et al. 2003), micro twins (Meyers et al. 2001) and heavy deformation bands 

coincident with the slip planes (Mogileviskii and Bushnev 1990, Rivas et al. 1995). It is 

believed that the microstructure generated by shock waves depends on a number of 

parameters such as peak pressure, pulse duration, crystallographic orientation, and 

stacking fault energy (SFE). Meyers et al. (2001, 2002) presented a mechanism for 

dislocation generation that provides a realistic production of dislocations at different 

shock strengths. 

 Deformation process under high strain rate is a complex multiscale dynamic 

problem. Therefore, experiments at different scales were conducted to get more insight 

into the deformation process under extreme conditions. In the recent years, high intensity 

laser experiments have been introduced as an excellent tool to probe the materials’ 

response to shocks at ultra high strain rates (> 106 s-1). Kalantar et al. (2000, 2001) used 

intense laser to shock load copper single and polycrystals to study their response at high 
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strain rates. Loveridge et al. (2001) used x-ray diffraction with sub nanosecond resolution 

to measure the lattice parameters of silicon and copper single crystals. Copper single 

crystal shocked along [2 0 0] axis exhibited compression along [2 0 0] and  [0 2 0] 

indicating prompt transition to plastic flow, whereas the response for silicon was purely 

elastic. Meyers et al. (2003) observed that the substructures generated by short pulse laser 

(5 nanoseconds duration) are very similar to those generated by plate impact experiments 

where the pulse duration is in the microsecond time scale. The effect of temperature on 

the dynamic tensile strength of aluminum single crystals was investigated (Kanel et al. 

2001).  

 The advancements in the experimental capabilities over the years have improved 

our understanding of the dynamic response of materials. However, current experimental 

capabilities cannot address material response at pressure larger than 100 GPa. Until new 

experiments are designed, theories and models suitable for each length scale can be used 

and linked to perform multiscale simulations. 

 In the atomistic scale, molecular dynamic (MD) simulations have been used to 

investigate the deformation process in single crystals. Horstemeyer et al. (2001, 2002) 

carried out MD simulations to examine the effects of size scale, strain rate, and crystal 

orientation on the deformation of fcc single crystals. Kadau et al. (2002) conducted a 

multimillion MD simulation to study the shock induced phase transition in iron. Large-

scale MD simulations were used to study plasticity induced in shock loaded fcc crystals 

and the dislocation structure behind the shock front (Bringa et al. 2003). A combined MD 

and finite element (FE) approach was introduced to study the propagation of laser 

induced pressure in a solid (Smirnova et al. 1999).  Current MD capabilities can simulate 
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sizes in the submicron scale as no more than billions of atoms can be modeled (Clifton 

and Bathe 1999).  Dislocation dynamics (DD) however, can simulate sizes of few 

microns, exceeding by an order of magnitude the capabilities of MD simulations. 

 DD has emerged as an excellent numerical tool to simulate the collective behavior 

of dislocations in a bulk material.  Over the last 15 years, several DD models have been 

developed to simulate plastic deformation in single crystals, see for example (Kubin and 

Canova 1992, Schwarz and LeGoues 1997, Zbib et al. 1998, Ghoneim and Sun 1999). 

Van der Giessen and Needleman (1995) developed a model that couples two dimensional 

DD with a continuum FE model.  A computational framework that couples three 

dimensional DD with a continuum FE analysis was developed based on an elasto-

viscoplastic model (Yasin et al. 2001). These authors and others addressed various plastic 

deformation problems including hardening mechanisms, size effects, and dislocation-

particles interaction, but none of them has addressed the problem of dislocations 

interaction with shock wave. 

  In our attempt to understand the response of fcc single crystal to high strain rates, 

multiscale dislocation dynamics model developed at Washington State University (WSU) 

by Zbib and coworkers (Rhee et al. 1998, Zbib et al. 1998, Yasin et al. 2001, Zbib et al. 

2003) is used to study the interaction between stress waves and dislocations. In this study, 

the effects of strain rate, shock pulse duration and the dependence of elastic properties on 

pressure are investigated.  
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2.2 Multiscale Dislocation Dynamics Plasticity (MDDP) 

 

The MDDP model merges two length scales, the nano-microscale where plasticity 

is determined by explicit three dimensional discrete dislocation dynamics (DD) analyses 

providing the material length scale, and the continuum scale where energy transport is 

based on basic continuum mechanics laws. The result is a hybrid elasto-viscoplastic 

simulation model coupling discrete DD with FE analysis.   The MDDP methodology has 

been developed by Zbib and co-workers (2001-2004), here we give a very brief 

description of the basic equations governing dislocation-waves interaction. 

Within the continuum framework, the governing equations are based on 

representative volume element (RVE) where the material obeys the basic laws of 

continuum mechanics, i.e. linear momentum balance and energy balance: 

vρSdiv &=                                           (2.1)           

                                      (2.2) p2
v εS.TKTCρ && +∇=

 In the nano-microscale, DD analyses are used to determine the plasticity of single 

crystals by explicit three dimensional evaluations of dislocations motion and interaction 

among themselves and among other defects such as point and cluster defects, 

microcracks, microvoids, etc. In DD, dislocations are discretized into segments of mixed 

character. The dynamics of the dislocation is governed by a “Newtonian” equation of 

motion, consisting of an inertia term, damping term, and driving force arising from short-

range and long-range interactions. As the dislocation moves, it has to overcome internal 

drag, and local barriers such as the Peierls stress. The dislocation may encounter local 

obstacles such as stacking fault tetrahedra, defect clusters and vacancies that interact with 
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the dislocation at short ranges and affect its local dynamics. In summary, the dislocation 

may encounter the following set of forces:   

Drag force, Bv, where B is the drag coefficient and v is the dislocation 

velocity. 

• 

• 

• 

• 

• 

• 

• 

• 

• 

Peierls stress FPeierls. 

Force due to externally applied loads, Fexternal. 

Dislocation-dislocation interaction force FD. 

Dislocation self-force Fself. 

Dislocation-obstacle interaction force Fobstacel. 

Image force Fimage. 

Osmotic force FOsmotic resulting from non-conservative motion of dislocation 

(climb) and results in the production of intrinsic point defects. 

Thermal force Fthermal arising from thermal fluctuations. 

As mentioned above, the velocity v of a dislocation segment is governed by a first order 

differential equation consisting of an inertia term, a drag term and a driving force vector 

such that: 

 s
s

s Fv
(T,p)M

vm =+
1

&               with           





=

dv
dW

v
1ms                     (2.3)1 

 ThermalOsmoticageImObstacleExternalSelfDPeirelss FFFFFFFFF +++++++=      (2.3)2 

In the above equation the subscript s stands for the segment, m is defined as the effective 

dislocation segment mass density, is the dislocation mobility which could depend 

both on the temperature T and the pressure P, and W is the total energy per unit length of 

a moving dislocation (elastic energy plus kinetic energy). Hirth et al. (1998) derived 

s

sM
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expressions for the effective mass per unit dislocation length for screw ( m )screw and edge 

( )edge dislocations when moving at a high speed.  

s

sm

Determination of the time step under extreme dynamic loading conditions is 

critical.  In DD, the time step is dictated by the shortest flight distance for short-range 

interaction between dislocations and the time step used in dynamic FE modeling. In this 

analysis, the critical time (tc) and the time step (δt) for both DD and FE which yields a 

stable solution are given by 
l

c C
l

=t , 
10

ctt =δ  where l is the characteristic length which is 

the shortest dimension in the FE mesh. In our calculations, tc can be as small as 1×10-10 

second and thus δt is one order of magnitude less. This time step is very suitable to 

simulate ultra high strain rate loading involved in laser based experiments in which the 

pulse duration is the order of few nanoseconds. More details of the model can be found in 

Zbib and de la Rubia (2002). 

It is apparent that the momentum equation generates elastic stress wave with a 

specific shape by applying certain boundary conditions in the FE code.  The elastic wave 

exerts a driving force on the dislocations giving rise to Fexternal. which, can be expressed 

as: 

 ( ) ζσ ×= b.F a
External             (2.4) 

where is the stress applied on the dislocation by the stress wave, b is the Burgers 

vector, and 

aσ

ζ is the line sense of the dislocation line. An interaction process between the 

dislocations and the stress wave takes place resulting in changes in the wave profile and 

the formation of dislocation microstructure.  
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2.3 MDDP Simulations 

 

MDDP simulations are performed to investigate the deformation process at high 

strain rates in copper and aluminum single crystals. Material properties used in this work 

can be found in table 2.1. The simulations are designed to mimic uniaxial strain loading 

at extreme conditions of high strain rates ranging between 105 s-1 to 107 s-1, and short 

pulse durations of few nanoseconds (Loveridge et al. 2001). As illustrated in figure 2.1, 

the simulation setup consists of a block with dimensions 2.5 µm ×2.5 µm ×25 µm.  In 

order to achieve the uniaxial strain involved in shock loading, the four sides of the block 

are confined so that they can move in the loading direction only. The bottom surface is 

rigidly fixed. A velocity-controlled boundary condition ( v ) with a zero rise time is 

applied on the upper surface over a short period of time ( ) to generate the stress wave. 

The upper surface is then released and the simulations continue for the elastic wave to 

interact with the existing dislocation sources. 

p

*t

The average strain rate in the entire domain is defined as: 

Z

p

L
v

ε =&              (2.5) 

where Lz is the length of the computational cell in the loading direction.  It is worthy to 

mention that although equation (2.5) gives the average strain rate in the entire domain, 

the local values of strain rate can reach much higher values depending on the FE mesh 

density. The loading and the boundary conditions are summarized in the following 

equations; 

tv(t)u pz −=      , at *tt0 ≤≤
2
Lzz =           (2.6) 
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Where Lx, Ly, and Lz are the dimensions of the computational cell in the x, y and z 

directions respectively, ux, uy, and uz are the displacement components.  

Frank-Read loops distributed on different slip planes are used as agents for 

dislocation generation. For copper and aluminum, 0.50 to 0.80 µm source lengths are 

used. In DD code, the boundary condition for the RVE is either reflective boundary 

condition, which ensures the continuity of the dislocation curves, or periodic boundary 

condition that ensures the conservation of dislocation flux across the boundaries as well 

as continuity. In FE analysis however, the sides are constrained to move only in the z 

direction so that a uniaxial strain consistent with the shock experiment is achieved. In 

order for the boundary conditions in FE and DD to be consistent, periodic FE boundary 

condition is implemented as well. This implementation of periodic FE boundary 

condition yields a relaxed state of stress with low peak pressure when compared to the 

experiment. Furthermore, both shear and longitudinal waves are generated which is 

discordant with plane wave characteristics. More details of boundary condition effects on 

wave propagation and dislocation microstructures will be presented in chapter 5. 

The main focus of this study is the interaction between the transmitted wave and 

dislocation sources. However, when the stress wave hits the rigid base, it reflects to the 

material block and interacts with the dislocations again. In order to isolate the effect of 

the reflected waves, the length of the cell (25 µm) is chosen such that once the wave front 
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reaches the bottom surface, the value of the stresses in the position where the dislocations 

are located is very small so that there is enough time for the dislocations to relax. A better 

solution to isolate the effect of the reflected wave would be by implementing a suitable 

non-reflective FE boundary condition.  

Under high strain rate loading, the elastic properties of metals depend on the 

applied pressure (Steinberg et al. 1980). In order to better simulate the physical problem, 

any constitutive model must account for this effect. In MDDP code, the experimental 

results of Hayes et al. (1999) for the shear modulus (G) and Poisson’s ratio (ν) of copper 

are fitted in the constitutive equation to account for the dependence of elastic properties 

on pressure such that:  





++
+

=
100<P<60  0.40P53.4G
60<P<0                                0.89PG

G
0

0         (2.8) 

    

12
0 10P1.70νν −××+=            (2.9) 

where, P is the peak pressure in GPa, G0 and ν0 are the shear modulus and Poisson’s ratio 

under normal static loading conditions.  

In the current study, two different set of simulations are performed: (a) different values of 

vp are applied on the upper surface for the same pulse duration to simulate different strain 

rates, (b) the same vp is applied for different to simulate different pulse durations. *t
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2.4 Results and Discussion 

 

The uniaxial strain compression applied on the material results in propagating 

three dimensional state of stress, which can be decomposed into mean and deviatoric 

stresses. Figure 2.2 shows the mean stress snapshots of a wave propagating in copper 

single crystal shocked to 4 ×105 s-1 for 2.0 nanoseconds (ns) duration. The wave profile 

consists of 1) a wave front that increases from zero to the peak value of stress 2) 

fluctuations about the peak stress for period of time corresponds to the pulse duration, 

and 3) a release part where the stress decreases from its peak value to zero. As the wave 

propagates in the crystal, the peak stress decays from its initial value of 3.35 GPa to 3.25 

GPa. The decay in the peak stress can be attributed to energy dissipation during the 

process of dislocation generation and motion. Furthermore, additional peaks appear in the 

wave profile as a result of the FE mesh size effect.  

The dependence of elastic properties on pressure as indicated by equation 2.8 and 

equation 2.9 resulting in material nonlinearity, which is accounted for by adjusted the FE 

stiffness matrix at each time step. Wave profiles generated by linear and nonlinear 

models as seen in figure 2.3 reveal that the quantitative features of the two models are 

similar. However, the nonlinear model predicts faster wave propagation and higher value 

of peak pressure.  

The current simulations are performed assuming wave propagation in isotropic 

medium. Including cubic symmetry exhibited by fcc single crystals in FE analyses can 

refine the present calculations. The effect of crystal anisotropy on the shock wave-

dislocation interaction will be discussed in chapter 3. See (Shehadeh et al. 2005). 
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 As the shock wave advances in the material, it encounters the dislocation sources 

and an avalanche of dislocations occurs the instant the wave hits the sources. The 

dislocations continue to emit from the sources at very high speeds, inducing very large 

energy dissipation rate leading to a local temperature increase as illustrated in figure 2.4. 

Eventually, the level of stress drops dramatically, consequently, the rate of production 

diminishes and a relaxation process takes place. During the relaxation process, the 

contribution of dislocation annihilation becomes noticeable, and curved dislocations 

retract to stable configurations, therefore, dislocation density saturates.  

 The regimes of shock wave-dislocations interaction can be deduced from the 

dislocation density history as shown in figure 2.5. The regimes of interaction are marked 

as A, B and C to denote no interaction, avalanche of dislocations and relaxation regimes 

respectively. Similar features of the interaction processes can be extracted from the 

evolution of plastic strain as presented in figure 2.6a, which shows that the local values of 

plastic strain keep increasing till the relaxation process takes place where plastic strain 

saturates. Moreover, two peaks appear suggesting the existence of localized deformation 

regions, as the dislocation density in these regions is very high.  The dislocation activities 

cause stresses to have different values than those predicted by elasticity theory 

(Weertman 1981).  Figure 2.6b shows the wave profiles for perfectly elastic (no 

dislocations) and elastic-plastic (with dislocation) models. Obviously, the dislocation 

activities result in reducing the values of the effective shear stress revealing that shocks 

induce material softening. 

 Under high strain rate deformation conditions, it is expected that the dislocations 

move subsonically or even as fast as the shear wave velocity. The random motion of 
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dislocations on their slip planes causes random changes in the local dislocation velocities. 

A histogram of the instantaneous speed of the dislocations as they interact with a wave 

front launched at strain rate 5×106 s-1 is shown in figure 2.7.  The calculations show that 

about 92% of the dislocations move at speed less than 500 m s-1; that is about 0.22 of the 

shear wave velocity in copper. Among these dislocations, about 25% are immobile (zero 

speed), and a very small percentage of dislocations (1.5%) move at speed faster than 0.80 

of the shear wave velocity. The average speed of these dislocations whose global density 

is ~ 2.50  is 285 m s-1, whereas for a higher density of 1.50 , the 

average dislocation speed is 85 m s-1. This is consistent with Orowan equation in which 

the average dislocation speed decreases with increasing the dislocation density. 

-211 m 10× -212 m 10×

 The effect of strain rate and pulse duration on the evolution of dislocation density 

and the resulting microstructure were investigated in copper samples oriented in the (001) 

orientation. Figure 2.8a shows that the rate of dislocation multiplication increases with 

strain rate. Moreover, the relaxation regime as discussed in figure 2.4 does not appear for 

strain rates larger than 106 s-1. DD involves massive computations that in the case of very 

high strain rate the computational capabilities of our machines cannot reach the point 

where the relaxation process takes place. Morphologies of the resulting dislocation 

microstructures obtained from slices within the computational cell at different strain rates 

are depicted in figure 2.8b.  For the lowest strain rate (7×105 s-1), irregular dislocation 

entanglements were formed as the combination of stress level and pulse duration (1.3 ns) 

is not sufficient for the dislocation to organize in a regular microstructure. As the rate of 

deformation increases (>106 s-1), the level of stress renders so high that it allows the 
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dislocation to form long deformation bands of submicron dimension coincident with the 

slip planes. The thickness of these bands appears to correlate inversely with strain rate. 

 Shock pulse duration is an important parameter in controlling the microstructure 

of the dislocations. Pulse duration is related to the time required for the dislocations to 

reorganize (Meyers 1994). Histories of dislocation densities for different pulse durations 

can be seen in figure 2.9a. Based on our calculations, the saturation density of 

dislocations increases with pulse duration in the nanosecond time scale. These results are 

consistent with the findings of Wright et al. (1988) on plate-impact experiments 

conducted in the microsecond range. Morphologies of the dislocation microstructure at 

different pulse durations are shown in figure 2.9b. Irregular dislocations entanglements 

were formed at the shortest pulse duration. As the pulse duration increases, these 

entanglements become more distinguishable and can develop deformation bands within 

which areas of high dislocation density surrounded by low dislocation density areas are 

formed. 

 In materials with high dislocation mobility such as copper, dislocation patterns 

proceed through the rapid motion of dislocations in a very small volume of the specimen 

(Zaiser 2001). In order to quantitatively understand the underlying microstructure of the 

material, it is very important to describe relevant features of the three dimensional form 

of the microstructure (Ohser and Mucklick 2000). In this study, the local dislocation 

density distribution is investigated by extracting data from thin slices parallel to the x, y 

and z-axes. Figure 2.10a shows a thin slice in the x-z plane in which networks of lines are 

formed and then the local dislocation densities are calculated at evenly spaced positions. 

In these calculations, the dislocation density at every position relative to the average 

 34



density is calculated and named as relative local densities which is analogous to the most 

simply thought of pair distribution function (Allen and Tildesley 1997).  

Figure 2.10b shows that distinguished peaks of high relative dislocation densities appear 

in the locations where the local dislocation densities are about one order of magnitude 

higher than the average value (1.2×1014 m-2). The local distributions of dislocation 

densities indicate that the dislocation microstructure is not homogenous within the 

computational cell suggesting the existence of two subareas with different dislocation 

density properties. The first one, in which dislocation density is high, occupies a very 

small portion of the computational cell. The second one occupies most of the 

computational cell with low dislocation density.  

 Pattern configurations (number and position of peaks) can be affected by the 

imposed strain rate. In fcc materials, there are 12 different slip systems, which can 

contribute to the deformation process. Table 2.2 lists the slip systems as combinations of 

the slip planes and slip directions. (001) orientation has the highest symmetry among all 

orientations with four possible slip planes that have identical Schmid factor of 0.4082. In 

this orientation, eight slip systems can be activated. The contribution of each slip system 

to the plastic deformation at different strain rates is investigated by plotting the 

dislocation density distribution of each slip system. Figure 2.11 indicates that while the 

same slip systems are activated, the contribution of each one of them to the deformation 

process is greatly affected by the applied strain rate.  This may be attributed to the 

interaction process between the dislocations on different slip systems. 

 The effects of material properties i.e. the elastic constants (G  and the mass 

density (

), ν

ρ) ) on the wave propagation and interaction with dislocations is investigated by 
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performing simulations for copper and aluminum under the same loading conditions. 

Figure 2.12 illustrates that the wave propagates in aluminum is faster than in copper, 

consequently, wave-dislocations interaction starts in aluminum before it starts in copper. 

The saturation dislocation density in copper however, is larger than that of aluminum as 

the peak pressure generated in copper is greater than that in aluminum.  

 

2.5 Summary of the Results 

 

In this section we present a summary of the simulation results for copper and 

aluminum single crystals. As mentioned before, stress waves are generated by applying 

velocity controlled boundary condition (vp) on the upper surface of the computational 

cell. The FE part of the code calculates the state of stress produced by the imposed 

particle velocity. The pressure produced is then used to find the corresponding particle 

velocity given in (Meyers 1994) which is denoted by Up. For most metals, shock velocity 

(U ) is directly proportional to the particle velocity via the relationship: s

pos SUCU +=                                                                                                 (2.10)    

where Co is sound velocity at zero pressure, and S is an empirical parameter determined 

by experiments as given in table 2.1. The pressure (-σ33) is then calculated using the 

momentum equation, which is given by: 

sUUρσ p033
)=−     (2.11)   

The longitudinal elastic wave velocities were calculated and compared with their 

corresponding theoretical values. Summary of the calculations for a (5×5×50) FE mesh 

size is listed in table 2.3. The values of the peak pressure obtained from our calculations 
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are in a very good agreement with the corresponding theoretical values given by equation 

2.11. However, the speeds of the calculated longitudinal elastic wave are underestimated. 

This can be attributed to the effect of FE mesh size. Figure 2.13 shows that as the mesh 

size increases, the wave profile converges and the wave velocity approaches its 

theoretical value.  

 

2.6 Conclusions 

  

This work is the first of its kind that uses multiscale dislocation dynamics 

plasticity simulations to study shock wave-dislocation interaction in fcc single crystals. 

These simulations are designed to mimic the loading conditions in recent laser based 

experiments, where the pulse duration is few nanoseconds. It is shown that avalanche of 

dislocations is a natural consequence of the interaction between dislocations and stress 

waves.  The results of our calculations show that dislocation density is proportional to 

strain rate and pulse duration; however, the dislocation microstructure is controlled 

mainly by strain rate. Dislocation micro bands coincident with the {1 1 1} planes are 

formed at strain rate larger than 106 s-1, whereas, dislocation entanglements were formed 

at strain rates lower than 106 s-1. It is also observed that the inclusion of pressure 

dependent elastic properties in the FE constitutive equation influences the shape of the 

wave profile. Statistical analyses of the local dislocation densities allow accounting for 

the heterogeneous and intermittent nature of plastic flow, which may give better insight 

to understand pattern formation in crystalline materials. The instantaneous speed 

distribution of the dislocations interacting with a wave front launched at 106 s-1 shows 
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that the speed of more than 90% of the dislocations is less than 500 m s-1, and that a very 

small percentage of the dislocations move at speed approaching the shear wave velocity. 

The current model can be modified to incorporate many issues that appear in high strain 

problem, such as the effect of temperature on phonon drag and the effect of dislocation 

climb on pattern formation.  
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Table 2.1 Material and shock properties for copper and aluminum 

Material G(GPa) ν ρ(kg/m3) Cp(J/kg.K) K (W/m.K) S 

Cu 46.6 0.32 8900 385 398 1.49 

Al 25.0 0.345 2700 900 274 1.34 
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Table 2.2 Slip systems in fcc metals. 
 
Slip System Burgers Vector Slip Plane 
1 ]011[  )111(  
2 ]011[  )111(  
3 ]110[  )111(  
4 ]110[  )111(  
5 ]101[  )111(  
6 ]101[  )111(  
7 ]101[  )111(  
8 ]101[  )111(  
9 ]110[  )111(  
10 ]110[  )111(  
11 ]011[  )111(  
12 ]011[  )111(  
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Table 2.3. Summary of the calculations for copper and aluminum 

Material Copper Aluminum 
Vp (m/s) 35.7 71.4 357.6 715.2 46.3 92.6 463.3 926.6 
Ave Strain Rat (1/s) 5×105 1×106 5×106 1×107 5×105 1×106 5×106 1×107 
Computed Axial 
Stress (σ33) GPa 

2.22 4.39 22.20 43.21 1.20 2.45 12.60 25.04 

Longitudinal Elastic 
Wave Speed (m/s): 
Theoretical 

3790 
 

3970 4310 4820 5017 
 

5170 5820 5875 

 Computes Elastic 
Wave Speed (m/s): 
From the code 

3300 
 

3346 
 

3737 
 

4155 
 

4672 5144 
 

5285 
 

5651 
 

Vp (m/s) 
Theoretical 

57.5 113.3 524 908 70.44 143 649 1281 

Theoretical axial 
stress (σ33) G.Pa 

1.95 3.93 21.02 41.06 0.97 2.00 10.26 23.19 

Dislocation Density 
(1/m2) 

4×1012 7×1012 1.6×1013 
 

2.5×1013 
 

 2.5×1013 2.0×1013 
 

2.1×1013 
 

Temp Rise 13 33 103 190 10 41 104 186 
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Figure 2.1. Setup of the simulation cell and the finite element mesh. 
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Figure 2.2.  Stress snapsho  in copper crystal shocked to strain rate 4×105 s-1

for 2.0 nanoseconds. 
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 Figure 2.3.  The effect of pressure-dependent elastic properties on the mean stress 

profile of copper shocked to strain rate 7×105 s-1 for 1.3 nanoseconds. 
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Figure 2.4. Simulation results in aluminum single crystal at ultrahigh strain rate (5×106s-

1). (a) Contour plot of temperature distribution in the computational cell. (b)

Temperature history of the element of highest temperature increase. 
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Figure 8. The influence of strain rate on (a) the dislocation density history in copper single

crystal shocked for 1.3 nanoseconds. (b) the resulting dislocation microstructures. 
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 Figure 2.10. (a) Thin slice in the x-z plane, the numbers 1, 2, 3 and 4 are the lines on 

which the dislocation density was calculated. (b) the calculated relative dislocation 

density.   
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 Figure 2.11. (a) The initial dislocation density contributions of each slip 

system (b) The relaxed dislocation density contributions of each slip  
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Figure 2.12. Dislocation density histories for aluminum and copper single crystals.  
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Figure 2.13. The influence of FE mesh size on the wave profile.  
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CHAPTER 3 

Multiscale Dislocation Dynamics Simulations of 

Shock Compression in Copper Single 

Crystal: Crystal Anisotropy and Pressure 

Decay Effects 

 
 

 
3.1 Introduction 
 
 
 The response of metal single crystals to high strain rate loading depends on 

many parameters such as crystal structure, peak pressure, pulse duration, crystallographic 

orientation, and stacking fault energy (SFE). Most metallic single crystals exhibit cubic 

symmetry that leads to anisotropy in their physical properties such as the elastic constants 

and wave propagation speed. This anisotropy leads to a more complex wave propagation 

behavior as well as variations in shock-induced deformation. In the case of high strain 

rate loading, interaction between shock waves and dislocations plays a major role in 

determining the material behavior and the resulting microstructure (Gray 1993).  

 Shock waves are supersonic disturbances that lead to large changes in 

compression, particle velocity and internal energy almost instantaneously (Gupta 1999). 

Under shock conditions, a one dimensional compression is induced in the material 
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resulting in the propagation of high pressure wave. When the applied pressure exceeds 

the Hugoniot elastic limit, the material deforms plastically as a result of dislocation 

motion and multiplication. In general, dislocations move on their slip planes with 

velocities that increase with the rate of deformation. However, due to the relativistic 

effect, the dislocations are limited to move at velocities less than the shear wave velocity. 

The dislocations accommodate this velocity restriction by high rates of multiplication. 

The dislocation density was observed to increase with both peak pressure and pulse 

duration (Meyers et al. 2003, Murr 1981, Wright and Mikkola 1985) and the observed 

dislocation microstructures of the recovered samples consist of dislocation cells, 

deformation microbands and deformation twins (Rivas et al. 1995, Mogilevskii and 

Bushnev 1990, Meyers et al. 2003).  

Deformation process under high strain rate is a complex multiscale dynamic 

problem. Therefore, different experimental techniques have been used to probe the 

material response at different levels of strain rates. For high strain rate (~106 /s) plate 

impact technique and high explosive facilities have been used. In the recent years, intense 

laser with ultra short pulse duration (2-10 nanoseconds) has been used to probe single 

crystal response to strain rates > 107 /s  (Kalantar et al. 2000, Kalantar et al. 2001, 

Loveridge-Smith et al. 2001, Meyers et al. 2002, Meyers et al. 2003). High intensity laser 

experiments on copper single crystals showed that the dislocation microstructures of 

recovered samples are very sensitive to crystallographic orientation and level of pressure. 

While Meyers et al. (2003) found that there is a threshold pressure at which the 

deformation mechanism changes from glide to twining, Schneider et al. (2003) observed 
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that the pressure at which the deformation mechanism changes from glide to twinning is 

orientation dependent. 

Pressure profile used in shock wave studies is often step wave with very sharp 

leading edge and relatively long time at uniform pressure. In general, the peak pressure of 

shock waves is independent of pulse duration and inversely proportional to rise time.  In 

laser-generated shock waves of thin films, shock rise time as low as 10 picoseconds can 

be generated (Gahagan et al. 2000, McGrane et al. 2002). In solid anisotropic materials 

however, steep and planar shock front cannot be achieved (Liber 2000) due to the 

difference in local velocities at different orientations, in this case, shock waves have 

finite rise. 

Along with the experimental techniques discussed above, computer simulations 

methodologies have been used to study various dynamic deformation phenomena by 

attempting to bridge the length scales from atomistic to macroscopic scales. In the 

atomistic scale, molecular dynamics (MD) simulations have been used to investigate the 

response of single crystals to high strain rate loading at different crystal orientations 

(Horstemeyer et al. 2001, Horstemeyer et al. 2002). Germann et al. (2000) carried out 

MD simulations to study shock wave propagation in fcc single crystals in three different 

orientations. They found that wave characteristics and pattern formation are orientation 

dependent. Kum (2003) conducted MD simulations using three potentials to study the 

anisotropic features of shock wave propagation in Nickel single crystals. He found that 

shock wave induced plasticity patterns depend on the crystallographic directions.   

Current MD capabilities can simulate sizes in the submicron scale over a sub-

nanosecond time period. Dislocation dynamics (DD) however, can simulate sizes of few 
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microns, over nanoseconds (ns) period of time exceeding by an order of magnitude the 

capabilities of MD simulations. DD has emerged as an excellent numerical tool to 

simulate the collective behavior of dislocations in a bulk material. Over the last 15 years, 

DD has been used to address various plastic deformation problems including hardening 

mechanisms, size effects, and dislocation-particles interaction.   

The purpose of this work is to investigate the effect of peak pressure, pulse 

duration, crystal anisotropy and shock rise time on wave characteristics and shock-

induced plasticity in copper single crystals. A multiscale dislocation dynamic plasticity 

model (MDDP) developed at Washington State University by Zbib and coworkers (Rhee 

et al. 1998, Zbib et al. 1998, Yasin et al. 2001, Zbib and Diaz de la Rubia 2002, Zbib et 

al. 2003) is used to examine the interaction between shock waves and dislocations in 

copper single crystals oriented in (001), (011) and (111) orientations. The results are 

compared to experimental data found in the literature. 

 

3.2 Multiscale Dislocation Dynamics Plasticity (MDDP) 

 

MDDP merges two length scales, the nano-microscale where plasticity is 

determined by explicit three dimensional DD analyses providing the material length 

scale, and the continuum scale where energy transport is based on basic continuum 

mechanics laws. The result is a hybrid elasto-viscoplastic simulation model coupling 

discrete DD with finite element analysis (FE).  In the macro level, it is assumed that the 

material obeys the basic laws of continuum mechanics, i.e. linear momentum balance and 

energy balance: 
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pvρSdiv &=                                         (3.11)           

p2
v εS.TKTCρ && +∇=                 (3.2) 

where S is the stress, T is the temperature,  is the particle velocity, ρ, Cv and K are 

mass density, specific heat and thermal conductivity respectively. For elasto-viscoplastic 

behavior, the strain rate tensor is decomposed into an elastic part  and plastic part ε  

such that: 

pv

ε& eε& p&

pe εεε &&& +=          (3.3) 

For most metals, the elastic response is linear and can be expressed using the incremental 

form of Hooke’s law such that: 

                     (3.4) [ ] ee ε CS &
o

=

where  is the corotational stress rate, and  is in general the anisotropic elastic 

stiffness tensor for cubic symmetry. Combining (3.3) and (3.4) leads to: 

o

S eC

                    (3.5) [ ][ pe ε-ε CS &&
o

= ]
In the nano-microscale, DD analyses are used to determine the plasticity of single 

crystals by explicit three-dimensional evaluations of dislocations motion and interaction 

among themselves and other defects that might be present in the crystal, such as point and 

cluster defects, microcracks, microvoids, etc. In DD, dislocations are discretized into 

segments of mixed character. The dynamics of the dislocation is governed by a 

“Newtonian” equation of motion, consisting of an inertia term, damping term, and driving 

force arising from short-range and long-range interactions. Since the strain field of the 

dislocation varies as the inverse of distance from the dislocation core, dislocations 

interact among themselves over long distances. As the dislocation moves, it has to 
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overcome internal drag, and local barriers such as the Peierls stress. The dislocation may 

encounter local obstacles such as stacking fault tetrahedra, defect clusters and vacancies 

that interact with the dislocation at short ranges and affect its local dynamics. In 

summary, the dislocation may encounter the following set of forces:   

Drag force, Bv, where B is the drag coefficient and v is the dislocation 

velocity. 

• 

• 

• 

• 

• 

• 

• 

• 

• 

Peierls stress FPeierls. 

Force due to externally applied loads, Fexternal. 

Dislocation-dislocation interaction force FD. 

Dislocation self-force Fself. 

Dislocation-obstacle interaction force Fobstacel. 

Image force Fimage. 

Osmotic force FOsmotic resulting from non-conservative motion of dislocation 

(climb) and results in the production of intrinsic point defects. 

Thermal force Fthermal arising from thermal fluctuations.  

As mentioned above, the velocity v of a dislocation segment is governed by a first order 

differential equation consisting of an inertia term, a drag term and a driving force vector 

such that: 

 s
s

s Fv
(T,p)M

vm =+
1

&               with           





=

dv
dW

v
1ms                     (3.6)1 

 ThermalOsmoticageImObstacleExternalSelfDPeirelss FFFFFFFFF +++++++=      (3.6)2 

In the above equation the subscript s stands for the segment, m is defined as the 

effective dislocation segment mass density, is the dislocation mobility which could 

s

sM
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depend both on the temperature T and the pressure P, and W is the total energy per unit 

length of a moving dislocation (elastic energy plus kinetic energy). Hirth et al. (1998) 

derived the following expressions for the effective mass per unit dislocation length for 

screw ( )screw and edge ( )edge dislocations when moving at a high speed;  sm sm
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where )/1( 2
1

22
lCv−  ,)/( 2

1
221 Cv−= lC  is the longitudinal  sound velocity, C  is 

the transverse sound velocity, ν  is the dislocation velocity, ( 0

2

0 R/rln
4π

Gb
= )W  is the rest 

energy for the screw per unit length, and G  is the shear modulus. The value of R is 

typically equal to the size of the dislocation cell (about 1000 b, with b being the 

magnitude of the Burgers vector), or in the case of one dislocation is the shortest distance 

from the dislocation to the free surface. In the non-relativistic regime when the 

dislocation velocity is small compared to the speed of sound, the above equations reduce 

to the familiar expression , where is a constant dependent on the 

type of the dislocation. 

)/ln( 0
2 rRβρb= β

The motion of each dislocation segment contributes to the macroscopic plastic strain and 

spin via the relations: 
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where is the plastic spin, li is the dislocation segment length, vgi is the dislocation 

glide velocity, ni is a unit normal to the slip plane, V is the volume of the representative 

volume element (RVE), and N is the total number of dislocations segments within a given 

element.  

pW

Determination of the time step under extreme dynamic loading conditions is 

critical. The time step in this analysis is dictated by the shortest flight distance for short 

range interaction between dislocations in DD and the time step used in the dynamic FE. 

The critical time (tc) and the time step (δt) for both DD and FE which yield a stable 

solution are given by ,  where l is the characteristic length which is 

the shortest dimension in the FE mesh. In our calculations, tc can be as small as 10  

second and thus δt is one order of magnitude less. This time step is very suitable to 

simulate ultra high strain rate, short pulse duration conditions involved in laser based 

experiments. 

)C/l(tc 0= )/t(t c 10=δ

10−

It is apparent that the momentum equation generates elastic stress wave with a 

specific shape by applying certain boundary conditions in the FE code.  The elastic wave 

exerts a driving force on the dislocations giving rise to Fexternal. which, can be expressed 

as: 

 ( ) ζσ ×= b.F a
External           (3.10) 

where is the stress applied on the dislocation by the stress wave and aσ ζ is the line 

sense of the dislocation line. An interaction process between the dislocations and the 

stress wave takes place resulting in changes in the wave profile and the formation of 
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dislocation microstructure. Peierls force (FPeierls) is also related to Peierls stress ( ) 

by a similar relation as given in equation (3.10). 

Peierlsσ

rise

 

3.3 MDDP Simulations 

 

MDDP simulations are performed to investigate the deformation process in 

copper single crystals under shock loading. The simulations are designed to mimic 

uniaxial strain loading at extreme conditions of high strain rates > 106/s, and short pulse 

durations of few ns. The simulation setup as illustrated in figure 3.1 consists of a block 

with dimensions 2.5 µm ×2.5 µm ×25 µm.  In order to achieve the uniaxial strain 

involved in shock experiments, the four sides are confined so that they can only move in 

the loading direction while the bottom surface is rigidly fixed. To generate the stress 

wave a displacement-controlled boundary condition is applied on the upper surface such 

that the resulting velocity history  consists of a ramp part where the velocity 

increases from zero to its maximum value ( v ) over a finite rise time ( ). The 

velocity is then kept on its maximum value for a period of time equals to the wave 

holding time ( ). In this case, 

(t)v p

maxp t

*t
z

p

L
v

 corresponds to the macroscopic strain rate. The upper 

surface is then released and the simulations continue for the elastic transmitted wave to 

interact with the existing dislocation sources. 

The loading and the boundary conditions are summarized in the following 

equations: 
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where Lx, Ly, and Lz are the lengths of the computational cell in the x, y and z directions 

respectively, ux, uy, and uz are the displacement components and  is a constant that is 

related to particle velocity by =u =

pa

)t(vp )t(z& ta2 p−  for 0 risett ≤≤ . 

When loading crystalline materials under extreme uniaxial compression, the 

deviatoric stresses at the wave front may attain or even exceed the theoretical strength of 

the material in pure shear under normal conditions. The lattice responds to that by 

nucleating dislocation loops at the wave front. A homogenous nucleation mechanism was 

proposed by (Meyers 1978) in which he assumed that dislocations are homogenously 

generated at the front to accommodate the deviatoric stresses. The insertion of 

dislocations relaxes the deviatoric stresses and as the wave propagates, new layers of 

dislocation loops are nucleated. Currently, a nucleation criterion is under implementation 

in our framework so that the simulations can be started from a defect free cell and end 

with high dislocation densities. Results of the rule of dislocation nucleation on the 

deformation process under shock loading condition using both DD and MD analyses will 

be presented in chapter 5. Alternatively, one can start from a random initial distribution 

of small dislocations loops that may act as dislocation sources.  
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In the present analyses, Frank-Read dislocation loops randomly distributed on 

different slip planes are used as agents for dislocation generation. For copper, sources 

length ranging between 0.30 µm to 0.80 µm are used. It is worth mentioning here that the 

boundary conditions of the computational cell sides are different in FE and DD parts of 

the code. In DD, periodic boundary condition for the RVE is used to ensure both the 

continuity of the dislocation curves and the conservation of dislocation flux across the 

boundaries, by that we take into account the periodicity of single crystals in an infinite 

media. In FE analysis however, the sides are constrained to move only in the z direction 

so that a uniaxial strain consistent with shock experiments is achieved. In passing, we 

point out that other FE boundary conditions, namely free and periodic boundary 

conditions have been investigated and discussed, but it turns out that the boundary 

condition defined in (3.11) and (3.12) is the best one that mimics shock experiments 

(Shehadeh and Zbib 2005).  

The main focus of this work is to investigate the interaction between the 

transmitted wave and dislocation sources. However, when the stress wave hits the rigid 

base, it reflects to the block and interacts with the dislocations again. In order to 

minimize the effects of the reflected wave, the dislocation sources were placed in 

locations such that their activities are confined in the upper one-fifth part of the sample 

and so once the wave front reaches the bottom surface, the value of the stresses in the 

positions where the dislocations are located will be small allowing dislocation relaxation 

process to take place. Our calculations of the dislocation density therefore are carried out 

assuming that the sample size is one-fifth of the simulation cell. A better solution to 
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isolate the effect of the reflected wave would be by implementing a suitable non-

reflective FE boundary condition.  

Under high strain rate loading, the elastic properties of metals depend on the 

applied pressure. In order to better simulate the physical problem, any constitutive model 

must account for this effect. In the MDDP code, the experimental results of Hayes et al. 

(1999) for the shear modulus (G) and Poisson’s ratio ( ) of isotropic copper are fitted in 

the constitutive equation to account for the dependence of elastic properties on pressure 

such that:  

*ν

       (3.13) 
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where, P is in GPa, G0 and  are the shear modulus and Poisson’s ratio under normal 

static loading conditions. The implementation of the above nonlinear elastic model in the 

FE framework required the adjustment of the stiffness matrix at every time step. In 

passing we point out that here the pressure is given by 

0
*ν

33σP −=  as usually defined in the 

shock wave community, this definition is used through out this paper. In the continuum 

mechanics community, however, pressure is usually defined as 31133 /)( σσσ 22 ++P −= . 

It can be shown that these two definitions coincide only in the case of uniaxial strain of 

isotropic linear elastic material with Poisson’s ratio of  ½.  
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3.4 Results and Discussion 

3.4.1 Wave characteristics 

  

Figure 3.2 shows pressure snapshots and contour plot of a wave propagating in 

copper single crystal shocked to a peak value of 4.5 GPa for 1.50 ns. Clearly, three 

distinct regions are seen in the wave profile; 1) a leading wave front in which the pressure 

increases from zero to the peak value over a period equivalent to the rise time, 2) a 

plateau of the peak pressure which stays for a period equivalent to the pulse holding time, 

and 3) a release part where the pressure decreases almost instantaneously from its peak 

value to zero. The tail of the release wave shows fluctuations that are attributed to the FE 

mesh. The frequency of these fluctuations is proportional to the FE density (Smirnova et 

al. 1999, Shehadeh et al. 2005). Under shock loading conditions, the release wave moves 

at speed faster than that of the wave front, which leads to a decrease in the width of the 

plateau part as can be seen in figure 3.2. As the shock wave propagates in the material, 

attenuation in the peak pressure occurs as the release wave surpasses the wave front. 

Snapshots of the calculated pressure profiles in copper shocked to 145 GPa are shown in 

figure 3.3a. It can be seen that there is a considerable decrease in the peak pressure. The 

peak pressure as a function of distance shows a decay of -1.25 (GPa/µm) corresponding 

to a decay rate of – 4.04 (GPa/ns) as shown in figures 3.3b, c. Meyers et al. (2003) 

showed that the rate of attenuation is pressure dependent.     

 The effect of the pressure dependent elastic properties as given in (3.13) and 

(3.14) on the wave profile is illustrated in figure. 3.4. The wave profiles generated by 

linear and nonlinear (pressure dependent) models reveal that while the qualitative 
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features of the two profiles are similar, the nonlinear model leads to faster wave 

propagation and higher values of peak pressure. 

For cubic symmetry materials, three independent elastic properties that are 

orientation dependent are required to describe the mechanical behavior of the material. 

This anisotropy effect increases significantly the number of nonzero elements in the FE 

stiffness matrix leading to alteration in the calculated stress components and the wave 

speed. In order to test these anisotropy effects, the wave profiles of three different 

orientations and that of an isotropic medium (assuming (001) orientation in its DD 

calculations) are shown in figure 3.5. We observed that under the same loading condition, 

the peak pressure of (111) and (011) orientations are slightly higher than those of the 

(001) which is lower than that of the isotropic material. Furthermore, the wave speed 

varies moderately with orientation with the fastest moving wave in the (111) followed by 

(011), isotropic medium and (001) respectively. 

 As the shock wave advances in the material, it encounters the dislocation sources 

and an avalanche of dislocations occurs the instant the wave hits the sources. The 

dislocations continue to emit from the sources at very high speeds causing the stress to 

have different values than those predicted by elasticity theory (Weertman 1981). The 

wave profiles of two simulations using perfectly elastic (no dislocations) and elastic-

plastic (with dislocation) models are shown in figure 3.6a. Obviously, significant 

deviations in the plateau and the release part are observed, revealing that plastic 

deformation resulting from dislocation motion and multiplication causes material’s 

softening. The energy used to generate plastic strains is converted into heat, which results 

in local temperature increase as shown in figure 3.6b.   
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 Snapshots of shock-induced plasticity are presented in figure 3.7a by plotting the 

effective plastic strain along the central line of the simulation cell in the z-direction. The 

local values of plastic strain in the location where the dislocations are interacting with the 

shock wave keep changing till the relaxation process takes place and therefore, the 

dislocation density saturates and so does the plastic strain. Moreover, several peaks 

appear in the plastic strain profile suggesting the existence of localized deformation 

regions and the formation of dislocation patterns, as the dislocation density in these 

regions is very high relative to other locations. The profiles of the effective plastic strain 

for different orientations show that the number of peaks and the separation distance 

between two consecutive peaks are orientation dependent as illustrated in figure 3.7b.  

 The deformed shape resulting from shock induced plastic strain is presented in 

figure 3.8 by plotting the deformed shape of a slice within the RVE. The deformed shape 

shows the formation of bands in the region where dislocation microbands are formed. 

This indicates that dislocation activities under high strain rate loading can be considered 

as sources for shear banding. 

3.4.2 Dislocation density and slip activation 

  In fcc materials, there are 12 different slip systems, which can contribute to the 

deformation process. Table 3.1 lists the 12 slip systems as combinations of the slip planes 

and slip directions. Dislocation density histories at a peak stress of 5.0 GPa and pulse 

duration of 1.5 ns with a rise time of 0.50 ns for (001), (011) and (111) orientations and 

isotropic case were calculated and plotted in figure 3.9. These plots suggest the existence 

of three distinct regimes of interaction between dislocations and the propagating shock 

waves, namely; 1) no interaction regime, where the wave has not yet impacted the 

 74



dislocation sources, 2) the interaction regime, where the wave impacts the dislocation 

sources leading to avalanche in the dislocation density, and 3) the relaxation regime, in 

which, the wave surpasses the region where the dislocation sources are located. In this 

regime, the contribution of dislocation annihilation becomes noticeable, curved 

dislocations retract to stable configurations and therefore, dislocation density saturates. 

Furthermore, these plots show that that the dislocation density is very sensitive to crystal 

orientation with the highest density exhibited by an isotropic media oriented in the (001) 

followed by (111), (011) and (001) anisotropic media respectively. This may be attributed 

to the number of slip systems activated and the way these systems interact. The (001) 

orientation has the highest symmetry among all orientations with four possible {111} slip 

planes that have identical Schmid factor of 0.4082, which leads to immediate work 

hardening (Meyers et al. 2003). The (111) orientation also exhibits symmetry with three 

possible slip planes that have Schmid factor of 0.4082. The (011) orientation has the 

lowest symmetry among these three orientations with two possible slip planes.  

 The contribution of each slip systems to plastic deformation is investigated by 

plotting the dislocation density distribution of the slip systems as shown in figure 3.10. 

As expected, (001) orientation shows the largest number of activated slips (8 systems) on 

all four slip planes followed by and the (111) orientation, which shows four slips 

activated on three different slip planes and finally (011) in which three slip systems on 

two slip planes are activated. 

3.4.3 Dislocation microstructure 

 The dislocation microstructure generated by shock waves depends on a number of 

shock wave and material parameters (Meyers 1994). Among shock wave parameters, 
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pressure (strain rate) and pulse duration are very important. Pulse duration is related to 

the time required for the dislocations to reorganize. For the case of dislocation cell 

structure, it was observed that as the pulse duration increases, the cell walls become 

better defined (Wright et al. 1981). 

We found previously that the dislocation microstructure at strain rates on the 

order of 106/s or higher consists of deformation bands within which the dislocation 

densities are very high (Shehadeh et al. 2004). Here, morphologies of the dislocation 

microstructures obtained from slices within the computational cell at different crystal 

orientation are shown in figure 3.11. The figure clearly shows the formation of band-like 

dislocation cell walls coincident with the slip planes.  The main features of these bands 

does not seem to change with crystal orientation, however, the number, thickness and the  

dislocation density in these bands differ from one orienatation to another. In fact while  

(001) orientation shows multiple bands running on all four slip planes, (011) orientation 

shows bands crossing each other suggesting the activation of dislocations on two slip 

planes, whereas (111) orientation shows bands running on three slip planes.   

The thickness of these band like walls is determined by a double cross-slip 

mechanism (Figure 3.11d). Because of the high level of resolved shear stress on all 

possible slip systems, cross-slip may easily be activated. Therefore, a screw dislocation 

segement can cross-slip to a secondary plane and glide on that plane for a short distance 

and subsequently it may return to its primary plane again by cross-slip. This cross-slip 

mechanism results into the generation of Frank-Read sources on adjacent and parallel slip 

planes. The dislocation on these parallel planes are of the same type and they have strong 

mutual attraction, therefore they stabilize. 
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Although the thickness of the cell wall is physical as explained above, the same 

cannot be said about the spacing between the wall. The spacing is directly related to the 

computational cell size, periodicity and initial distirbution of the dislocation sources. 

 The dislocation density within the deformation bands is calculated at different 

values of peak pressure and pulse duration. The calculated dislocation densities are 

plotted at different pressures and compared with the experimental observations of Murr 

(1981) and the analytical predictions of Meyers et al. (2003). Figure 3.12 reveals that the 

dislocation density varies as a power law with pressure such that; ρ . 

These results conform very well with the predications of Meyers et al. (2003) for moving 

dislocations when the pressure is less than 70 GPa.  The experimental observations of 

Murr (1981) however, exhibit lower values of dislocation density compared to DD 

calculations. This maybe attributed to the nature of recovery experiments in which the 

recovery process occurs at much lower pressure than the maximum in the plot (Meyers et 

al. 2003).  

)P(1033.3 70.17
dis ×=

 Calculations of the effect of pulse duration at constant pressure on the dislocation 

density were also performed and compared with available experimental results. Figure 

3.13 illustrates that there is an increase in the dislocation density with pulse duration to a 

certain duration beyond which the dislocation density saturates. These results are in good 

qualitative agreement with the observations of Wright et al. (1981) and Wright and 

Mikkola (1985) using plate impact experiment with pulses in the microsecond time scale.  
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3.4 Summary and Concluding Remarks 

 Multiscale simulations were carried out to study shock wave propagation and 

interaction with dislocations in copper single crystals. These simulations were designed 

to mimic the loading conditions in recent laser based experiments, where the pulse 

duration is few ns. It is shown that avalanche of dislocation density is a natural 

consequence of shock wave dislocations interaction.  Our calculations show that 

dislocation density has a power law dependence on pressure with a power of 1.70. 

Dislocation microstructure consisting of microbands coincident with the {1 1 1} planes 

were formed. The inclusion of pressure-dependent elastic properties for isotropic media 

leads to faster wave propagation speed. Incorporating the effect of crystal anisotropy in 

the elastic properties results in an orientation dependent wave speed and peak pressure. 

Computer simulations of dislocation motion under impact loading hold a great promise 

for investigating deformation process of metals in regimes that cannot be probed by 

current experiments. 
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Figure 3.1. Setup of the simulation cell and the finite element mesh. 
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 Figure 3.2.  Shock wave propagating in copper single crystal shocked to 4.5 GPa peak

pressure for 1.50 ns pulse duration.(a) snapshots (b) contour plot at 5.10 ns.  
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Figure 3.3. Simulated pressure profiles (a) Wave attenuation in copper at maximum 

pressure of 145 GPa. (b) Pressure decay as a function of distance  (c) Pressure decay 
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 Figure.3.4. The effect of pressure dependent elastic properties on the wave 

profile  
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Figure 3.5.  Wave profiles for (111), (011), (001) orientations compared to the isotropic media

oriented in (001) in copper shocked to 5.0 GPa peak pressure for 1.50 ns pulse duration. 
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Figure. 3.6: (a) The effect of dislocations activities on the deviatoric stress for copper shocked 

at 4.5 GPa peak pressure for 1.5 ns. (b) temperature rise (K) from plastic deformation
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Figure. 3.7.  (a) Evolution of effective plastic strain in crystal oriented in the (011)  shocked

to 5.0 GPa peak pressure. (b) the effect of crystal orientation on the plastic  strain. 
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 Figure. 3.8. The deformed shape of a slice within the RVE, showing the formation of 

localized deformation bands coincident with regions with high dislocation density.
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Figure. 3.9. The influence of crystal orientation on the dislocation density history in 

copper single crystal shocked to 5.0 GPa peak pressure for 1.5 ns. 
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 Figure. 3.10. The influence of crystal orientation on the slip activation.  
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Figure. 3.11.  The dislocation microstructure in copper crystal at 5.0 GPa peak pressure and 1.50 

ns pulse duration for crystal oriented in (a) (001)    (b)  (011)    (c)  (111) and (d) subsequent 

events that lead to the activation of the cross slip mechanism 
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Figure. 3.13. The variation in the dislocation density with pulse duration.  

Peak pressure is 9 GPa. 
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Table 3.1. Slip systems in fcc metals. 
 
Slip System Burgers Vector Slip Plane 
1 ]011[  )111(  
2 ]011[  )111(  
3 ]110[  )111(  
4 ]110[  )111(  
5 ]101[  )111(  
6 ]101[  )111(  
7 ]101[  )111(  
8 ]101[  )111(  
9 ]110[  )111(  
10 ]110[  )111(  
11 ]011[  )111(  
12 ]011[  )111(  
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CHAPTER 4 
 

Multiscale Simulations of Shock-Induced 

Plasticity:  The Role of Homogenous Nucleation  

 
  
4.1 Introduction 
 
 

The propagation of shock waves is the most common way to take a material to 

extreme conditions of pressure and temperature (Nguyen and Holmes 2004, Holian and 

Lomdahl 1998). Shock waves typically involve uniaxial compression at very high strain 

rates, which leads to plastic deformation (Holian and Lomdahl 1998, Meyers et al. 2003), 

twinning (Meyers et al. 2003), and phase transformations (Nguyen and Holmes 2004, 

Kadau et al. 2002, Belonoshko 1998). Plastic deformation is induced when the applied 

pressure exceeds a threshold value, the Hugoniot elastic limit (HEL), above which there 

is multiplication and motion of pre-existing dislocations as well as the nucleation of new 

dislocations if the stress is high enough. Several experimental techniques have been used 

to study the response of materials to shocks, such as plate impact, explosives and pulsed 

laser loading. Recently, high intensity laser facilities coupled with the X-ray diffraction 

technique have been used to study the dynamic deformation process in crystalline fcc 

materials (Meyers et al. 2003, Loveridge-Smith et al. 2001). These experiments showed 

that: 1) the microstructures in the recovered samples are very similar to those generated 
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in plate impact experiments where the pulse duration is two orders of magnitude longer; 

2) large dislocation and twin densities were observed in the recovered samples; and 3) 

transition from one dimensional to three dimensional compression occurs in a time scale 

of less than a ns. Due to the high stress level in these experiments, it would be expected 

that homogeneous nucleation of dislocations was the dominant deformation mechanism, 

as suggested by several researchers (Holian and Lomdahl 1998, Smith 1958, Meyers 

1978, Weertman 1981, Germann et al. 2004, Tanguy et al. 2003, Tanguy et al. 2004). 

However, most models of shock-induced plasticity do not include homogeneous 

dislocation nucleation as a way to relax the huge stress induced by the shock wave. Here 

we present a new model, based on atomistic simulations, to include homogeneous 

nucleation in a dislocation-dynamics/finite elements method framework of crystal 

plasticity. We are able to reproduce several experimental trends and make predictions 

about isentropic loading of materials, compared to shock loading. 

 Smith (1958) proposed that the lattice of a crystal responds to the uniaxial 

compression by nucleation of an array of infinite edge dislocations that travel 

supersonically with the wave front. Meyers (1978) suggested the nucleation of subsonic 

dislocation loops that are left behind the wave front to account for the residual plastic 

strain. Weertman (1981) postulated that in strong shock waves, supersonic dislocations 

could propagate in the material along with the generation of subsonic dislocations behind 

the shock front. Along with these theoretical efforts, computer simulations have been 

used to investigate shock phenomena at different length scales. At the atomistic scale, 

molecular dynamics (MD) simulations have been used to investigate shock-induced 

plasticity in single crystals. Holian and Lomdahl (1998) showed that the mode of 
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plasticity in shocked fcc single crystals changes from heterogeneous nucleation at low 

shock strength to homogenous nucleation of stacking faults at high shock strength.  

Germann et al. (2004) used large-scale MD simulations to investigate the dislocation 

structure behind the shock front in fcc single crystals. Tanguy et al. (2003, 2004) 

performed extensive MD simulations, which showed that there is a critical size of the 

nucleated dislocation loop, below which it becomes unstable and annihilates. Bringa et 

al. (2004, 2005) found that embedded atom method potentials can reproduce the 

experimental Hugoniot of single crystal copper. Current non-equilibrium MD capabilities 

can simulate only sub-micron spatial scales and sub-nanosecond time scales, even using 

the world’s most-powerful parallel computers. However, most laser-induced shock 

experiments involve shock pulses at least a few ns long, travelling over a distance of 

many microns. Dislocation dynamics (DD) simulations are able to capture these time and 

length scales.  

Shehadeh et al. (2005a, 2005b) have recently used multiscale dislocation 

dynamics plasticity simulations (Zbib and Diaz de la Rubia 2002) to study the effects of 

different parameters such as peak pressure, pulse duration and crystal orientation on the 

interaction between shock waves and dislocation sources in copper and aluminium single 

crystals. However, the problem of homogenous nucleation under shock loading has not 

been addressed in the context of DD simulations. Here we present results on the role of 

homogeneous dislocation nucleation on the deformation process under shock loading 

condition using DD simulations informed by MD simulations (see Methods).  
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4.2 Method 
 

4.2.1 Multiscale dislocation dynamics plasticity (MDDP) 

 

 In the macro scale, the governing equations of MDDP are based on the 

representative volume element (RVE) over which the deformation field is assumed to be 

homogenous. The material obeys the basic laws of continuum mechanics, i.e. linear 

momentum balance and energy balance. In the nano-microscale, DD analyses are used to 

determine the plasticity of single crystals by explicit three-dimensional evaluations of 

dislocations motion and interaction among themselves and among other defects. In DD, 

dislocations are discretized into segments of mixed character. As the dislocation moves, it 

has to overcome internal drag, and local barriers such as the Peierls stress. The dynamics 

of the dislocation is governed by a “Newtonian” equation of motion, consisting of an 

inertia term, damping term, and driving force arising from short-range and long-range 

interactions. The momentum equation is used to generate an elastic stress wave by 

modifying the boundary conditions in the FE code.  The elastic wave exerts a driving 

force on the dislocations, which in turn results in changes in the wave profile and the 

formation of dislocation microstructures (Shehadeh et al. 2005a, b). We have carried out 

several MDDP simulations of shocked copper single crystals with [0 0 1] orientation to 

compare with MD results. The simulation setup consists of a block with dimensions 0.25 

µm × 0.25 µm × 1.0 µm and larger. To achieve the 1-D compression involved in shock 

experiments, the four sides are confined so that they can only move in the loading 

direction. A velocity-controlled boundary condition with piston velocity Up and finite 
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linear rise time trise is applied on the upper surface to generate the shock wave. The 

bottom surface is fixed. A number of simulations were carried out, including (10-70) GPa 

shocks with 2 and 50 ps rise times, with and without dislocation sources. In the DD code, 

periodic boundary conditions are applied to ensure the conservation of dislocation flux 

across the boundaries and continuity of dislocation lines.  

4.2.2 Homogeneous nucleation model  

Following MD results, dislocation loops are nucleated at random positions all 

over the wave front when a critical value of shear stress, τcrit, is achieved. This critical 

shear stress was taken to be 2 GPa. If this stress is changed in the range 1-3 GPa, the 

results are qualitatively the same. Dislocations are nucleated in all available slip planes 

with a probability proportional to their Schmid factor. This is similar to a criteria 

previously used in 2D DD dynamics simulations of deformation (Van der Giessen and 

Needleman, 1995). In principle, one can select a more complex stress condition, like the 

one presented by Li et al. (2002), for nano-indentation simulations. There is a second 

condition imposed in the DD simulations, based on numerous MD shock simulations: 

even if the shear stress is above the critical stress to nucleate a dislocation loop, a large 

initial stress along the shock direction (σ33) is also required. For instance, for the EAM 

Cu used here (Li et al. 2002), the critical shear stress for loop nucleation is reached at σ33 

~10 GPa, but dislocation nucleation does not occur until σ33~30 GPa (i.e., a compressive 

strain of ~12%). This large stress needed for nucleation is consistent with estimates based 

on nucleation of vacancy loops (Hirth and Lothe 1982).  
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4.2.3 Standard nucleation theory 
 

Below we present detailed calculations of the pressure required for homogenous 

nucleation of prismatic dislocation loops under shocks for high SFE materials. These 

calculations are based on standard nucleation theory that gives a nucleation number. In 

general, the free energy of loop formation ( ∆ ) increases with increasing the size of the 

loops till a critical size (

∗G

∗r ) is reached and the loop formation becomes stable and a 

steady state rate nucleation process can take place according to the following 

relationship: 

Nt
KT
GZnVtJVt =−

∆
−=

∗

)exp()exp(0 τ
ω          (4.1) 

where J is the steady state nucleation rate [ ])/( timevolumenumber × , Z is a non-

equilibrium factor known as Zeldovich factor, V is the observable volume, t is the time 

since the onset of stressing (observable time in the experiment), τ  is the rise time to 

establish a quasi-equilibrium distribution of  embryos and it is proportional to the size of 

the nucleated loop (τ ∝ ∗r ), is the concentration of atom sites, ∆  is the free energy 

of formation of a critical sized loop, N is the observable number of events ( dislocations 

sweeping a grain or a specimen) and

0n ∗G

ω is frequency factor given by:   
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where v is the Debye frequency. 

For the case of a crystal under external applied stress (σ ), the change in the free energy 

of formation neglecting the elastic energy of dislocations per unit volume is: 
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eWGG −∆=∆ ∗∗
0             (4.4) 

Where  is the free energy of formation under zero applied stress and W  is the 

external work done to nucleate the prismatic dislocation loop, and it is given as: 

∗∆ 0G e

brWe
2∗×= πσ             (4.5)  

Assuming a loops size of few lattice parameters say 2b, and combining 4.4 and 4.5 
yields: 
                       (4.6) 3

0 4 bGG πσ ×−∆=∆ ∗∗

4.2.4 Calculation of nucleation stress under shock loading 
 

In this section we carry out calculations to compute the stress required to 

homogenously nucleate dislocation loops in copper single crystal under shock loading. 

Based on both MD and DD simulation that have been performed, we have the following 

numerical values: , , , , , 

, r , c , v , n and . 

210−=Z

nm6 =

31510 cmV −=

316 −cm 10=

st 11105 −×=

115 −s 16
0 10=

s12105 −×=τ

KT 03.0=

210=N

eVnmb 30.0= .0* = 10

Substituting these values in equation 4.1 and 4.2 yields: , Z  

and from equation 4.2⇒

3210~ω 31332 101010 =×= −ω

.28~
Vt
NJ 1115

2

10
10510

10
−− ××

==   

 As one can see the system under consideration gives a huge steady state 

nucleation rate. It is worth mentioning here that for bulk nucleation under normal tensile 

test, J has a value of ~1 which yields a value of 
50
µ for the nucleation stress. Therefore it 

is expected because of the huge increase in J that the nucleation stress will increase 

dramatically. Equation 4.2 can be rearranged such that: 

)(log)(
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=
∆ ∗
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KT
G -43 , (   KT)G 43−=∗∆

This will switch the value of stress in stress calculations see 4.6 assuming that =0. ∗∆ 0G

Which mean that  

σ = ~32 GPa 3219 10200/106.101.040 −− ××××

A detailed understanding of this condition from the atomistic viewpoint is still 

lacking, but similar strain conditions have been observed for Lennard-Jones solids. This 

second condition is only relevant in the DD simulations for “long” rise-time shocks, 

where homogenous nucleation when triggered by the ramped shock results in higher 

dislocation and junction densities and smaller amount of plastic relaxation. 

4.2.5 MD simulation details  

The massively parallel molecular-dynamics code MDCASK (Bringa. et al. 2004), 

using domain decomposition with a combination of cells and linked lists was run on the 

Multi-programmatic Capability Resource (MCR) Linux cluster (11 TF, 

http://www.top500.org) at Lawrence Livermore National Laboratory, using 256-2048 

CPU’s. The embedded atom method (EAM) potential for Cu due to Mishin et al. (2001) 

was used. This potential has been fitted to experimental lattice parameter (0.3615 nm), 

SFE and ab-initio P-V curve, among other parameters. Our samples were prismatic with 

free surfaces along the shock direction and periodic boundary conditions (PBC) in the 

directions transverse to the shock wave. They were equilibrated at 5 K for several ps 

before applying the shock. The first nm on one side was chosen as a piston and atoms 

there were moved at the desired piston velocity, Up. Using centro-symmetry parameter 

(CSP) filtering (Kelchner et al. 1998) we have been able to obtain dislocation densities at 
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different pressures, as a function of time, for two different rise times. Recent MD 

simulations (Germann et al. 

2004, Tanguy et al. 2003, Tanguy et al. 2004) for materials with SFT much lower than 

the experimental SFT for copper show that: a) <001> shocks produce a set of partial 

loops that grow, following the shock front, as in Smith model (Smith 1958); b) <111> 

shocks produce dislocations that nucleate at the shock front, as in Meyers model (Meyers 

1978). Our MD simulations for shocks in EAM Cu which has been fitted to the 

experimental SFE are similar, but display a more mixed behavior, including the 

nucleation of some full dislocations for <100> shocks.  

 

4.3 Results and Discussion 
 

 

Snapshots of MDDP simulations of homogenous dislocation nucleation for a 

wave launched into copper single crystal at 35 GPa with a 50 ps rise time are shown in 

figure 4.1. As the wave travels through the material new loops are nucleated while the 

previously nucleated ones grow quickly behind the front. The loops continue to form at 

the wave front while relaxation of the grown dislocation loops takes place, and 

dislocation-dislocation interactions become dominant leading to the development of a 

three dimensional pattern of intersecting loops in all available {111} slip planes with 

large numbers of jogs and junctions. Figure 4.2 shows MD simulations of two shocks 

(sub-ps rise time) launched at 21GPa and 48 GPa crossing a sample with one pre-existing 

dislocation loop that acts as a dislocation source. These snapshots were taken after ~50 ps 

and show only atoms belonging to dislocations, for a sample size of 0.07x0.07x0.21 µm3 
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(200x200x600 ao
3, where ao is the lattice parameter of copper). In the case of the 21 GPa 

shock wave, which is below the threshold for homogeneous nucleation, the pre-existing 

loop is “activated” and the growing dislocation density is entirely due to this activation 

process. On the other hand, when the shock is launched at 48 GPa, above the 

homogenous nucleation threshold of ~30 GPa, we observe that the density of dislocations 

is immense, and the homogenous nucleation mechanism overwhelms any dislocation 

production from the pre-existing source for shocks with short rise time.  

From MD and MDDP calculations at several pressures we observe that: a) the 

dislocation density saturates at very high dislocation densities and b) the value of this 

saturation density increases with pressure. Dislocation saturation has been seen in 

previous MD simulations as well (Bringa et al. 2005), and is a result of I) relaxation of 

the material as dislocations are produced and grow, leading to a decreased driving force 

for nucleation/multiplication of dislocations and II) formation of junctions that impede 

dislocation multiplication. The dislocation density at different pressure using DD, MD 

calculations and the predictions of the semi-analytic model of Meyers et al. (2003) are 

shown in figure 4.3. While the calculated dislocation density using DD is higher than that 

from the analytic model by about an order of magnitude (for pressures greater than 40 

GPa), it is one order of magnitude lower than the prediction of MD calculations. We note 

that the MD result using a centro-symmetry parameter (Kelchner et al. 1998) filtering 

(see Methods) which allows analysis of large datasets, is only a rough upper limit on 

dislocation motion. More accurate calculations, analyzing individual atomic positions in 

small volumes behind the shock front, gave dislocation densities smaller by a factor of 3 

compared to that method. 
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For an fcc crystal compressed along the <001> direction the shear stress is 

defined as τ=0.5[σ33−0.5(σ11+σ22)], where σ33 is the stress in the loading direction, and 

σ11 and σ22 are the stresses in the lateral directions. Therefore, if σ33∼σ11~σ22, the shear 

stress is zero, as in a fluid, and this state can be approximately described as “hydrostatic”, 

with a 3D strain (compression). On the other hand, if σ33>>σ11~σ22, the shear stress can 

be large, and the strain is “uniaxial”, or “1D”. For a shock wave launched at 35 GPa peak 

pressure, a volumetric strain of about 15% was induced in copper single crystal. The 

plastic strain generated by loop nucleation and growth results in shear stress relaxation 

that transforms the state of stress from “uniaxial” to almost “hydrostatic” as shown in 

figure 4.4a. Stress relaxation occurs by means of plastic deformation mechanisms leading 

to a transition from 1D strain to 3D compression as depicted in figure 4.4b. This 

relaxation process occurred over less than 100 ps, as suggested in previous experiments 

(Loveridge-Smith et al. 2001) due to the extremely high rate of dislocation generation. 

MD simulations however, show a rapid decrease in dislocation activity due to the 

formation of junctions, leading to only a partial transition from 1D to 3D before 

dislocation activity largely stops. The lack of full 3D relaxation in MD is also consistent 

with the larger dislocation density as compared to DD. In MD simulations, the initial 

velocity of nucleated dislocations is close to the sound velocity, much faster than in DD 

simulations. This leads to an “early” fast multiplication rate, and fast junction formation, 

which reduces the mobility at longer times compared to DD calculations. If dislocation 

multiplication rate and mobility were changed in our DD simulations to match that in the 

MD simulations, the MD and DD relaxation rates would be closer, and full 3D relaxation 

may not be reached.  
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The process of dislocation nucleation, growth and motion is dissipative. High 

percentage of plastic work resulting from dislocation activities is converted into heat 

leading to abrupt increase in temperature. In MDDP model, the increase in temperature is 

accounted for from the energy equation (3.2). In the current calculations however, the 

heat conductivity term is neglected. Therefore, the adiabatic temperature increase can be 

expressed as: 

vCρ
S.dε

=dT              (4.7) 

 

The temperature and the effective plastic strain histories in a slice within a copper 

sample shocked to 35 GPa is presented in figure 4.5a. The calculations show a rapid 

increase in temperature in the first few ps. This corresponds to the time at which the 

homogenous nucleation dominates the deformation process. As the time passes, the rate 

of temperature time evolution decreases and eventually diminishes leading temperature to 

saturate at a maximum value of about 350 K. The saturation in temperature is attributed 

to the relaxation process that takes place during which dislocation-dislocation interaction 

dominates the dislocation interaction processes. The adiabatic calculations of temperature 

increase at different pressure using DD and MD show a very good agreement between the 

two methods as can be seen in figure 4.5b. 

As the dynamics of dislocations under shock loading is of Newtonian type, it is 

expected that the dislocation relaxation time, which is related to the ratio ( Bem ) 

increases with increasing this mass-damping ratio. In DD simulation we carried out 

calculation of the relaxation time at different shock pressures as depicted in figure 4.6. 

These results how that as the peak pressure increases, the time required for the crystal to 
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relax (1D→3D) decreases. This is mainly attributed to the increase in the rate of 

dislocation nucleation with pressure. Another thought of looking at the relationship 

between relaxation time and pressure is from the first order approximation for relaxation 

in creep process which relates the saturation density and the rate of dislocation generation 

such that; •= ρρτ satrelax . Our calculations show that both satρ  and increase, 

however, their ratio which gives

•ρ

relaxτ  decreases and this is in agreement with figure 4.6. 

Shock rise time is one of the most important parameters in specifying pulse 

shapes.  The importance of this parameter under shock loading comes about as it is 

inversely related to peak pressure. Generally speaking, as the peak pressure increases the 

rise time decreases, therefore, the knowledge of the rise time is extremely important as it 

includes information on the extremity of the shock. In order to investigate the effect of 

rise time on the deformation process, we carried our DD and MD simulation for both 

perfect and real copper crystals.   

The rate of dislocation nucleation in copper crystal shocked to a peak pressure of 35 GPa 

at three different rise times of 5, 25 and 50 ps is shown in figure 4.7. From these 

simulations we observe the following:  

1- The onset of nucleation takes place first in the 5 ps sample followed by the 25 and 

the 50 ps samples respectively. This is obviously because the width of the wave 

front is inversely proportional to shock rise time and therefore the nucleation 

pressure is reached in shorter rise time shocks first. 

2- For short rise time, the rate of dislocation multiplication is higher. After the 

dislocation loops are nucleated at the wave front, they start to grow at rates that 
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are proportional to the increment of pressure at each time step. Apparently, this 

increment of pressure is the largest for the shortest rise time. 

3- The rate of dislocation density saturates to a value that is also inversely 

proportional to shock rise. This is also attributed to the reasons we mentioned 

above. 

Real single crystals have pre-existing dislocation sources, which are typically 

assumed to play the dominant role in shock-induced plasticity. Recent MD simulations 

have explored the role of prismatic loops acting as dislocation sources (Bringa et al. 

2005). The simulations found that: a) for “short” rise time the dislocation density for a 

system with/without sources was the same; b) for a 50 ps rise time the dislocation density 

near the sources was ~3 times lower, due to stress relaxation induced by dislocation 

multiplication during the ramp of the stress wave. We have carried out DD simulations 

where in addition to homogeneous nucleation we had embedded dislocation sources. As 

in the MD simulations, we observe two main regions of dislocation activity, as shown in 

figure. 4.1. Homogenous dislocation dominates the deformation process before the 

leading part of the ramp wave hits the dislocation sources.  A mixed mode of deformation 

appears when the critical shear stress for source activation is reached. In this region a few 

sparse dislocation lines emitted from the embedded sources interacting with the already 

nucleated loops hamper the process of homogenous nucleation in the location where they 

are located.  The time evolution of dislocation density in a crystal with pre-existing 

sources is shown in figure 4.8. Note that this is the average over both regions mentioned 

above, and the difference in dislocation density between those two regions gets mostly 

washed out in figure 4.8. It is clear from figures 4.1 and 4.8 that homogeneous nucleation 
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is the mechanism that dominates plastic deformation under shock loading conditions for 

these relatively short rise times, because the source activation mechanism has a relatively 

small effect on the overall evolution of the dislocation density. On the other hand, for 50 

ps rise time the dislocation density near the sources is much lower, as found in the MD 

simulations.  

Shock-induced dislocation densities are generally inferred from recovered 

samples that have experienced significant thermal processing and stress unloading. The 

times involved in these processes are prohibitive even for DD simulations. However, one 

can relax the final state of our simulations to mimic the recovery process. We find that 

the deformation microstructure of a relatively relaxed sample shows uniform features 

consisting of weak dislocation cells. This compares well with experimental results 

(Meyers et al. 2003) as can be seen in figure 4.9. MD simulations of shock induced 

twinning in copper show that twinning proceeds by production of partial dislocations in 

adjacent planes, as predicted earlier by Zaretski (1995). Once three partial dislocations 

are nucleated, a twin forms and can grow rapidly. The twinning threshold found in the 

MD simulations also agrees with the experimental estimates (Schneider et al. 2004). The 

probability of twin formation is therefore directly proportional to the dislocation density: 

at a given peak pressure above the twinning threshold, one would expect to see more 

twins for higher dislocation density during loading. Given that longer rise times imply 

lower dislocation densities we would also expect less twinning. New, preliminary, 

experimental results using isentropic loading seem to confirm our average spacing and 

line senses of the dislocations. 
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4.4 Conclusions 
 

 

In summary we have carried out the first MDDP simulations of shock loading of 

single crystals at large stress taking into account homogeneous nucleation as predicted by 

atomistic simulations. Shock waves with strength ranging from 30 to 60 GPa were 

launched in copper single crystals resulting in the nucleation of large number of 

dislocation loops at the wave front. Once the dislocation loops are nucleated, they grow 

in all directions in their slip planes forming a three dimensional microstructure consisting 

of dislocation entanglements and weak cellular structures. These simulations show a 

number of novel features:  

(a) The material is rapidly relaxed to a “hydrostatic”, shear-free state. This 3D relaxation 

has been seen in recent experiments (Loveridge-Smith et al. 2003). Current MD 

simulations using sub-ps shock rise times achieve only a partial 3D relaxation due to the 

fact that dislocation rate production in the MD simulations is somewhat higher that in 

these DD simulations, mostly due to differences in the early dislocation mobility at large 

applied stress. Higher rates lead to more dislocation junctions and obstacles, which make 

achieving a fully relaxed 3D state with MD simulations more difficult.  However, MD 

simulations with 50 ps shock rise-time do achieve a ~3D state, but at somewhat longer 

times than the DD simulations. 

(b) In agreement with recent MD simulations, the initial micro-structure of the copper 

single crystal is not important for short rise time shocks (up to few ps), above the 

homogeneous nucleation threshold, since the dislocation density due to homogeneous 

nucleation overwhelms the density due to multiplication of pre-existing dislocation 
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sources. This may be true for other materials if dislocation hardening is the dominant 

mechanism. 

(c) Also in agreement with recent MD simulations, the initial microstructure is extremely 

important for long rise times. Activation of pre-existing dislocation sources will relax the 

material impeding significant dislocation nucleation. Dislocation and twin densities 

would be much lower for long-rise time pulses, in agreement with recent experiments 

(McNaney et al. 2005). 

In this paper we explore a new, powerful, model for shock conditions that can be 

also simulated with atomistic simulations. The degree of agreement with the atomistic 

simulations is promising and opens up the possibility of confidently simulating shocks 

and ramped compression waves that are impossible to model with atomistic methods, 

even with the current most powerful parallel computers. For instance, a significant 

number of experiments actually deal with “long” rise time pulses of a few ns. These are 

the kind of pulses used for isentropic compression experiments (ICE), and our model 

could be useful to plan future experiments at the National Ignition Facility (NIF) and the 

Z-machine, where ICE loading will become routine (Remington et al. 2004, Remington 

et al. 2005, Cauble et al. 2002). 
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Figure 4.1. MDDP simulation of a 35 GPa, 50 ps rise time shock in copper. Sample 

contains few pre-existing loops, which interact with the homogeneous nucleation front. 

(a) 67 ps, (b) 90 ps, and (c) 122 ps. Shock front moves from left to right of the viewer. 
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Figure 4.2.  MD simulations of shocked copper, below (21 GPa) and above (48 GPa) the 

homogeneous nucleation threshold (30 GPa). Sample contains one pre-existing 

dislocation loop, which interacts with the homogeneous nucleation front. 
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Figure 4.3. Variation of the dislocation density, ρ, with shock wave pressure. DD 

simulations used a 5 ps rise time. 
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Figure 4.4. DD simulations of a 35 GPa shock, 5 ps rise time, showing plastic relaxation. 

(a) stress history in a slice where the dislocation is first nucleated showing fluid-like like 

behaviour (shear stress~0) at “long” times. (b) Strain history showing 1D  3D 

transition.  
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Figure 4.5.  (a) Adiabatic temperature increase and effective plastic strain calculations in a thin

slice in copper single crystal using MDDP model (b) Variation of the local temperature increase

dislocation density, ∆T, with shock wave pressure. DD simulations used a 5 ps rise time. 
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Figure 4.6. Variation in relaxation time with pressure in copper single crystal. During this

time, 1D  3D transition occurs 
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Figure 4.7. DD calculations of the effect of shock rise time of the rate of

dislocation nucleation and growth in copper single crystal shocked to a peak

pressure of 35GPa. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 126



 
 
 

150 175 200 225 250
0.0

0.5

1.0

1.5

2.0

2.5

 

 
ρ 

(1
016

 m
-2
)

time (ps)

 5 ps no sources
 5 ps with sources
 50 ps no sources
 50 ps with sources

 

 

 

 

 

 

 

 

 

 

 Figure 4.8.  Average dislocation density from MDDP simulations of 35 GPa shocks, 5

ps and 50 ps rise time. A short rise time does not give a large difference between

samples with or without pre-existing sources, while a longer rise time does show a

larger effect. 
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 Figure 4.9. Dislocation microstructure in copper (a) DD results (b) Laser shock 

experiment by Meyers et al (2003).  
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CHAPTER 5 
 
 

 
Numerical and Strain Localization Issues in 

Modeling High Strain Rate Shock Loading 

 
 
5.1 Introduction 
 
 

Most of the work that has been carried out in the area of shock compression of 

solids is experimental in nature. This can be attributed to the transient nature of shocks, 

complexities of geometries and the nonlinearities of the material behavior (Zukas and 

Scheffler 2000), which make the numerical simulations of shock-induced deformation 

quite complex. However, there has been a considerable progress in studying the dynamic 

response of materials using finite element (FE), finite difference, molecular dynamics, 

dislocation dynamics and multiscale simulations. In this chapter, we address several 

numerical issues that may enhance numerical modeling of shock-induced plasticity. On 

top of these issues is the effect of FE boundary conditions on wave profile characteristics 

and dislocation density. 

The implementation of a relevant boundary condition is of great most importance 

for successful modeling of the material response under different loading condition. In 

particular, the assumption of periodic materials is commonly used in the area of 

micromechanics (Kistensson et al. 2003). Based on that assumption, periodic boundary 
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condition is commonly imposed in the micro scale system as in the case of MD and DD 

simulations.  

As mentioned in chapter 1, planar shock waves are generated when the material is 

compressed uniaxially by loading of half space with lateral dimensions extending to 

infinity “ No edge effects”. It is of great importance to minimize these edge effects in the 

numerical modeling. Periodic boundary condition has been traditionally used in MD 

simulations of shock waves. It has been proven that this type of boundary conditions 

minimizes the edge effects of the simulated sample (Holian et al. 1998) and therefore, the 

uniaxial compression of shocks can be achieved.  In MDDP simulations, the uniaxial 

compression has been achieved using confined boundary condition by restricting the 

sides of the computational cell to move in the wave propagation direction.   

In multiscale modeling, different boundary conditions maybe used on different 

length scale models. In MDDP simulations of shocks, periodic boundary condition was 

used in DD while confined boundary condition was used in FE analysis. The use of 

different boundary conditions in MDDP has raised a question of inconsistencies between 

DD and FE results. Furthermore, numerical simulations by means of FE method are 

known to lead to mesh sensitivity when using classical continuum mechanics models (Liu 

et al. 2005).  

It is commonly known that high strain rate deformation leads to strain 

localization, which is considered to be a precursor to failure. In the case of large 

deformation (>20%), slip rotation is expected to occur in order to accommodate the 

imposed shear strain (Meyers et al. 2003). Localized deformation can be in the form of 

heavy deformation bands coincident with the slip planes (Mogileviskii and Bushnev 
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1990, Rivas et al. 1995). The thickness and orientation of these bands generally depend 

on material parameters, geometry, boundary condition and loading history (Liu 2005). 

The analysis of lattice rotation therefore, is of great importance for developing better 

understanding of the deformation mechanisms under extreme conditions. In this work the 

following issues has been addresses: 

1- The effect of using different boundary condition on wave profile 

characteristics. This issue is addressed by carrying out MDDP 

simulations using free, confined and periodic boundary conditions in 

the FE code. 

2- The effect of loading history on the convergence of the wave profile. 

This issue is addressed by performing mesh sensitivity analysis using 

both steep and ramp loading histories. 

3- The effect of slip rotation of strain localization. Here preliminary 

results are presented. 

 

5.2 Method 

 
 In the current analysis, MDDP model discussed in sections 2.2 and 3.2 is used. 

Here we present the modifications that have been done to implement 1) periodic 

boundary condition in FE code. 2) slip rotation in DD. 

5.2.1 Dynamic FE formulation: 
 
The general form of the dynamic FE code is: 

[ ]{ } [ ]{ } [ ]{ } { }fUKUCUM =++ &&&       (5.1) 
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where  is the mass matrix, [M ] [ ]C  is the damping matrix, [ ]K  is the stiffness matrix, 

is the nodal displacement and  { }U { }f  is the force vector which includes contributions 

from the externally applied force, body forces, and dislocation image stresses. In the 

dynamic FE, forward explicit integration scheme is used to solve for the displacement 

vector {  such that: }U
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where, 
i

i

M2
tC

Dfact
δ

=  

5.2.2 Implementation of periodic boundary condition  

 The implementation of the periodic boundary condition is based on the idea of 

master and slave nodes assumption: the displacement of a node on one side “slave” is 

linearly dependent on the displacement of a node on the opposite side “master” of the 

computational cell. This dependency of displacements leads to a reduction in the degrees 

of freedom in the FE model. The idea of master-slave nodes is illustrated in figure 5.1 

that shows a 2D cell with a denoting the master node and b denoting the slave node. 

Using the periodicity assumption for the nodal displacement and force yields: 

a
i

b
i UU =  i=1, 2,            (5.3) 

a
i

b
i ff =  i=1, 2,            (5.4) 

By combining equations (5.3) and (5.4) with (5.2), the nodal displacement for the 

master and the slave nodes can be expressed as: 
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In using computer program, it is necessary to specify the slave and the master nodes 

(Soriano and Nunes 1995).   

5.2.3 Computation of slip rotation  

In DD, equation  (2.3) applies to every infinitesimal length along the dislocation 

line. In order to solve this equation for any arbitrary shape, the dislocation curve may be 

discretized into a set of dislocation segments. Then the velocity vector field over each 

segment may be assumed to be linear and, therefore, the problem is reduced to finding 

the velocity of the nodes connecting these segments.  The motion of each dislocation 

segment contributes to the overall plastic rotation via the relation: 

(∑
=

⊗−⊗=
N

1i
iiii

giip nbbn
2V
vl

W )          (5.6) 

nn ω=& ,             (5.7) pW-Wω =

where is the plastic spin, li is the dislocation segment length, vgi is the dislocation 

glide velocity, ni is a unit normal to the slip plane,  is the unit normal rotation,  ω  is the 

spin of the microstructure and is given as the difference between the material spin W and 

the plastic spin W , V is the volume (RVE), and N is the total number of dislocations 

segments within a given element. A similar relation as the one given in equation. (5.7) is 

used to account for the burgers vector rotation as well. In DD analysis, the dislocation 

pW

n&

p
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lines are sorted in each sub cell to account for the elemental value of W .  The 

computation of slip rotation is carried out in each sub cell as within MDDP as follows: 

p

1- At each time step, W  in each sub-cell is calculated. p

2- In fcc crystals, there are 12 possible slip systems as a combination of 4 possible 

slip planes and 3 possible slip directions. In DD we loop over all the dislocation 

segments in each sub cell to find their glide planes and directions. A maximum of 

8 possible slip systems maybe present in each sub cell. Equation 5.7 is then used 

to update both n and b such that: 

tnnn nn1n δω+=+             (5.8) 

5.2.4 Loading history and mesh sensitivity analysis 

Shock waves by definition are steep discontinuities that take the material from its 

ambient condition to its high-pressure value.  This abrupt change in pressure is usually 

considered to be valid in fluids; therefore, the hydrodynamic treatment of shocks is used 

there. In solid anisotropic materials however, steep shock front cannot be achieved; the 

wave peak pressure is achieved over a period equals the rise time.  In chapter 4, we 

investigated the effect of rise time on the interaction between dislocations and sock 

waves.  Here we focus our attention on the effect of shock rise time on the convergence 

of the wave profile by performing mesh sensitivity analysis using two types of loading 

histories: 

I- Steep wave with zero rise time, where the loading condition can be expressed 

as: 

tv(t)u pz −=              (5.9) *tt0 ≤≤

0=(t)uz  
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Taking the derivative yields a constant velocity historyU  during the rise time such 
that: 

(t)p

        
pp v(t)U −=            (5.10) 

 
 II- Ramp wave with finite rise time 

2
pz ta(t)u −=      risett0 ≤≤   

( )risemaxp
2

risepz ttvta(t)u −−−=          (5.11) ∗≤≤ tttrise

Taking the derivative yields a linear velocity historyU  during the rise time such that: (t)p

 
ta2(t)U pp −=     risett0 ≤≤       (5.12) 

 

5.3 Simulation Cell Setup and Loading Conditions 

 

After the implementation of periodic boundary condition in the FE code, the 

boundary of the simulation cell sides can be free, confined or periodic. For the periodic 

boundary condition, three different ways of matching slave-master nodes are used. 

1- All the nodes on one side of the computational cell are assumed to be slaves to 

their corresponding nodes on the opposite side. This is basically a side-to-side 

relation. This type of periodicity is named “Periodic-Side (PS)”  

2- The odd-numbered nodes of one side are assumed to be the master nodes while 

the even-numbered nodes to be the slaves of their corresponding nodes. This 

method is called one-to-one node matching; this type of periodicity is named 

“Periodic-Node (PN)”. 
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3- The third of way is motivated by MD simulations where the selection of slave or 

master nodes on each side is random. We call this type of periodicity “Periodic-

Random (PR)”. 

The geometry and loading conditions of the computational cell are similar to the 

ones discusses in sections 2.3 and 3.3 (see figure 2.1). The only difference here is that the 

boundary condition of the cell sides are not restricted to be confined. A number of 

simulations were carried out, including (2-10) GPa shocks with steep and ramp waves at 

different rise times. In the FE code, different boundary conditions have been used 

including free, confined and periodic.  In the DD code, periodic and symmetric boundary 

conditions are used. 

 

 
5.4 Results and Discussion 

 

5.4.1 On the role of boundary conditions 

Figure 5.2 compares the wave profiles generated using free and PS boundary 

conditions with the one generated using confined boundary condition. In theory, free 

boundary condition results in the propagation of uniaxial stress wave similar to the one 

generated using Hopkinson bar experiment for moderate strain rate (104/s), consequently 

free boundary condition is not suitable for the shock wave (uniaxial strain) loading. This 

is confirmed in our simulation in figure 5.2a, which shows that using free boundary 

condition results in much lower peak pressure compared to confined boundary condition.  

The implementation of PS boundary condition however, yields a relaxed state of stress 

with low peak pressure when compared to the experiment as illustrated in figure 5.2a. 
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Furthermore, both shear and longitudinal waves are generated which is discordant with 

plane wave characteristics as shown in figure 5.2b.  

Figure 5.3 shows top views of the deformed shape for free, PS and confined boundary 

conditions. For the free case, wave propagation leads to bulging of the side surfaces out, 

while for the confined case, no distortion occurs in the simulation cell as the nodes cannot 

move normal to wave propagation. However, considerable distortion occurs in the PS 

case because the nodes on one side of the cell are forced to follow the corresponding 

node on the opposite side leading to shear mode and shear wave propagation. These 

results lead to the conclusion that using free or PS boundary condition is not suitable for 

shock wave propagation simulations. Therefore, wave profiles generated using PN and 

PR boundary conditions are tested by comparing their results with that generated using 

confined boundary condition. Figure 5.4 shows that:  

a) Wave profile characteristics generated using PN or PR boundary condition are 

very similar to those generated using confined boundary condition. This suggests 

that PN and PR can be used in shock simulations with confidence 

b) When comparing the shear components of the wave profiles we notice that PN 

matches almost exactly the confined case, whereas shear components appear in 

the PR case. The reason behind this shear component is directly related to the 

number of slave or master nodes in each side. We believe that ultimately if a very 

fine mesh is used in the PR case, then the number of slave and master nodes in 

each side will be equal (as in the PN case) and therefore the shear component will 

be eliminated. Plots of the deformed shaped of the PR and PN cases as shown in 

figure 5.5b confirm this point. 
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5.4.2 Mesh sensitivity analysis:  The role of rise time on wave profile convergence  

In order to examine the influence of rise time on the convergence of the wave 

profile, we carried out mesh sensitivity analysis for steep (zero rise time) and ramp 

waves. Figure 5.6a shows the wave profile resulting from using different mesh sizes of 

1250, 2500, 3750, and 5000 elements respectively. For the zero rise time case, where a 

constant velocity is applied on the upper surface, the following has been observed as the 

mesh size increases: a) more fluctuations appear in the wave profile b) the wave front 

becomes steeper. For any signal, the velocity (U ), the bandwidth (p λ ) and the frequency 

(ϖ ) are related such that: 

λϖ=pU             (5.13) 

The bandwidth is directly related to FE length (mesh size). As the number of FE 

increases, λ  decreases. Since U is constant for the steep wave (equation 5.10), p ϖ  

increases leading to more fluctuations in the wave profile. The same reasoning can be 

used to explain why the wave front becomes steep as well.  

For the ramp wave however, the velocity increases linearly with time from zero to 

its maximum value. As a result, ϖ  increases also linearly over the rise time period from 

zero to the value that corresponds to the frequency at U . For the same peak pressure 

(maximum ) the average frequency of fluctuations decreases with increasing the rise 

time and this explains the small number of fluctuations in the ramp wave compared to the 

steep wave. It is worth mentioning here that for a steep wave, the width of the wave front 

is related to the FE length. As the mesh density increases, the FE length decreases and 

therefore the wave front becomes steeper. Theoretically, a FE of zero length is required to 

reach the steep shock wave front.  This elucidates why a very fine mesh is needed for the 

p

pU
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wave profile to converge.  For the ramp wave however, the wave front converges even 

using a coarse mesh as can be seen in figure 5.6b because the wave front is controlled by 

the rise time which is not affected by the FE size.  

5.4.3 Strain localization and slip rotation 

The characterization of post-deformation microstructure is very important to 

develop a better understanding to strain localization. Strain localization is inherently 

related to dislocation pattern configurations (number and position of peaks) that can be 

affected by the imposed strain rate and dislocation boundary condition. The change in 

pattern configuration may be attributed to the highly correlated dislocation motion. The 

effect of strain rate on the localized deformation in copper was investigated in chapter 2. 

In this section we investigate the effect of DD boundary conditions and the effect of slip 

rotation on the localized deformation in copper single crystal. Figure 5.7a shows the local 

dislocation densities calculated in a thin slab along the z direction using periodic and 

symmetric DD boundary conditions. Symmetric boundary condition allows the formation 

of more peaks with higher relative dislocation densities as shown in figure 5.7a. More 

details of pattern formation can be obtained by studying the contribution of each slip 

system to the total dislocation density. Figure 5.7b shows the relaxed configuration of the 

dislocation densities on each slip system when applying periodic and symmetric DD 

boundary conditions. The distribution of slip activation when using symmetric boundary 

condition seems to be symmetric around slip system 7, whereas the distribution is 

concentrated around slip system 9 when applying periodic boundary condition. This may 

be attributed to the initial distribution of dislocations and the interaction of the slip 

systems during the process of plastic deformation. 
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The role of slip rotation on the deformation process under shock loading is 

investigated in copper single crystal oriented in the [001] direction and shock loaded in 

]100[ direction by carrying out two simulations. In the first simulation, slip rotation 

according to equation 5.8 is taken into account, while no slip rotation is assumed in the 

second simulation. A single Frank-Read dislocation sources is located on slip system 7, 

which is combined from )111( slip plane and ]110[ slip direction. The resulting Schmid 

factor under this loading condition is 0.408. Figure 5.8a shows that higher values of the 

local dislocation density are resulted when slip rotation is taken into consideration, 

suggesting that the dislocations experience higher levels of resolved shear stress-

compared to no slip case- that lead to higher rate of multiplication.  The change in the 

resolved shear is related to the change in Schmid factor, as the externally applied stress 

for the two simulations is the same.  When the wave propagates in the crystal, the 

dislocation density increases, inducing plastic deformation that leads to gradual slip 

rotation, consequently Schimd factor changes as well.  In the current simulation the time 

evolution of Schmid factor of slip system 7 is tracked in one subcell located in the central 

region of the computational cell. As can be seen in figure 5.8b, Schmid factor keeps 

increasing with time from its initial value of 0.408 to around 0.47.  

A comparison of the contour plot of the effective plastic strain for the two 

simulations as illustrated in figure 5.9 shows that; a) more well defined localized bands 

are formed when slip rotation is taken into account compared to the no slip rotation b) a 

considerable increase in the effective plastic occurs. The maximum value of the effective 

plastic strain increases from 0.35 in the no slip simulation to a round 0.45 in the slip 

rotation case. That translates to 20% increase in the strain localization. 
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5.5 Summary and Conclusions 

MDDP simulations were carried out to address several numerical and strain 

localization issues in modeling high strain rate shock loading in copper single crystal. 

The effect of FE boundary condition on wave propagation is investigated by 

implementing periodic boundary condition and comparing its results with free and 

confined boundary conditions. Furthermore, mesh sensitivity analyses for steep and ramp 

waves were carried out. In order to gain better understanding of the strain localization 

issue in the context of MDDP simulations, slip rotation was accounted for in the current 

simulations. Based on the results of this study, the following conclusions can be drawn: 

a) Confined boundary condition is proven to be the best to simulate shock wave 

propagation as a uniaxial strain condition is achieved. 

b) Periodic boundary condition based on side-to-side matching is not suitable for 

shock simulations. In disagreement with planar shock wave propagation, this 

boundary condition yields relaxed state of pressure and propagation of shear 

waves. 

c)  Wave profile generated using periodic boundary condition based on node-to-node 

matching are very similar to the one generated using confined boundary 

condition.  

d) Mesh sensitivity analyses for steep and ramp shock waves show that the 

convergence in the ramp wave occurs at relatively coarse mesh density when 

compared to the steep wave. Moreover, loading the crystal using ramp wave 

results in a much smother wave with little fluctuations.  
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e) Taking into account slip rotation leads to more localized deformation. 
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Figure 5.1. 2D unit cell labeled for a matching node pair denoted a 

for master and b for slave.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 145



-2.0

-1.0

0.0

1.0

2.0

3.0

4.0

-10.0 -5.0 0.0 5.0 10.0

position(µm)

P(
G

Pa
)

Free

PS

Confined

(a) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

-0.20

0.00

0.20

0.40

-8.0 -4.0 0.0 4.0 8.0 12.0

position(µm)

σ 1
3(

G
Pa

)

Free
PS
Confined

(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.2. The effect of using free, confined and PS boundary condition in FE on  

(a) the longitudinal wave  (b) Shear wave  
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Figure 5.3. The resulting deformed shapes using (a) free (b) PS  (c) confined boundary 

conditions. These figures are top views of the simulation cell. 
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Figure 5.5. The resulting deformed shapes using (a) confined (b) PN  (c) PR boundary conditions. 

These figures are the a top view of the simulation cell 
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Figure 5.9. Contour plots of the effective plastic strain in copper (a) with slip rotation (b) 

no slip rotation. 
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CHAPTER 6 

Conclusions and Future Work 

 

6.1  Summary 

 

This dissertation presents the first piece of work in which MDDP simulations 

have been used to investigate plasticity induced in fcc single crystals under extreme 

loading conditions of high strain rate and high pressure. Our understanding of the 

materials’ behavior at high deformation rates has to improve at different length and time 

scales to resolve the multiple uncertainties still present in this expanding area of materials 

science. MDDP framework has been modified to account for several important issues in 

the area of the dynamic response of materials. These modifications include: 

I. The implementation of a nonlinear constitutive model to account for pressure-

dependent elastic properties and Hugoniot equation. 

II. The implementation of cubic symmetry exhibited by fcc single crystal that leads to 

anisotropy in the elastic properties. 

III. A new model for homogeneous nucleation of dislocations based on large-scale 

atomistic simulations of shock loading has been included.  

IV. Numerical and shear localization issues have been addressed. Periodic boundary 

condition has been implemented in the FE model and calculations of slip systems 

rotation have been carried out. 
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6.2  Conclusions 
 

 

Based on the present MDDP analysis of shock-induced plastic deformation, the 

following can be concluded: 

1. The interaction between dislocation sources and shock waves leads to avalanche 

of dislocations. The results of our calculations show that dislocation density is 

proportional to strain rate and pulse duration and that dislocation density has a 

power law dependence on pressure with a power of 1.70. The instantaneous speed 

distribution of dislocations interacting with a wave front shows that the speed of a 

small percentage of the dislocations move at speed approaching the shear wave 

velocity.  

2. The dislocation microstructure is controlled mainly by strain rate. Dislocation 

micro bands coincident with the {1 1 1} planes are formed at strain rate larger 

than 106 s-1, whereas, dislocation entanglements were formed at strain rates lower 

than 106 s-1. When the homogenous model of nucleation is included, weak 

dislocation cellular structure was formed. 

3. It is observed that the inclusion of pressure dependent elastic properties in the FE 

constitutive equation influences the shape of the wave profile leading to higher 

values of peak pressure and faster wave propagation speed. Incorporating the 

effect of crystal anisotropy in the elastic properties results in an orientation 

dependent wave speed and peak pressure. 

4. The calculations based on the homogenous nucleation model show that the 

dislocations are produced at and behind the wave front at huge rates taking the 
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uniaxialy-compressed material to a hydrostatically compressed state (1D 3D) 

after a few tens of ps. Furthermore, the density of dislocations produced in a 

sample with pre-existing dislocation sources decreases with shock wave rise time. 

5. Calculations based on the homogenous nucleation model show that the 

dislocations are produced at and behind the wave front at huge rates taking the 

uniaxialy-compressed material to a hydrostatically compressed state (1D 3D) 

after a few tens of ps. Furthermore, the density of dislocations produced in a 

sample with pre-existing dislocation sources decreases with shock wave rise time.  

6. The analytical calculations using the standard nucleation theory shows that the 

threshold pressure for homogenous nucleation is larger than what expected using 

the continuum theory. This result is in a very good agreement with the 30 GPa 

threshold pressure predicted by MD simulations.  

7. The investigation of wave profile characteristics using different FE boundary 

conditions illustrates that the confined boundary condition is the best boundary 

condition for modeling shock wave propagation. However, periodic boundary 

conditions based on node-to-node matching and random selection of slave and 

master node has proven to be suitable in multiscale shock simulations. 

8. Mesh sensitivity analyses for steep and ramp shock waves show that the 

convergence in the ramp occurs at relatively coarse mesh density when compared 

to the steep wave. Moreover, loading the crystal using ramp wave results in a 

much smother wave profile.  

9. Taking into account lattice rotation enhances strain localization.  
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6.4 Major Contributions of this Work to the Area of Shock Induced 

Plasticity 

 

Understanding the dynamic plastic response of metals at high strain rate is 

essential for the understanding of the mechanisms of plastic flow, which is of great 

technological importance. High rate of loading occurs in many applications such as crash 

worthiness, high speed machining, and armor penetration. Predicting the material 

response to such extreme loading condition requires knowledge of mechanical and 

metallurgical properties at different length scales.  

There are many uncertainties involved in the material response under extreme 

loading conditions, which current constitutive models and experiments cannot resolve. 

These uncertainties include the lack of information on the material strength, phase 

transformations and mechanisms of plastic deformation. The current effort is focused on 

addressing fundamental issues related to interaction process between dislocations and 

shock waves aiming to resolve some of the uncertainties involved under extreme loading 

conditions.  

In this work, detailed calculations of shock-induced plasticity were carried out for 

the first time using a multiscale dislocation dynamics model of plasticity. The current 

modeling method is useful in studying materials processing techniques that use short-

pulse lasers. Our results agree and are consistent with several recent laser-loading 

experimental findings, making our model extremely useful in planning future high-

pressure laser experiments.  We believe that these simulations can complement the 
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experiments as they provide information at extremely short time that the most powerful 

laser facility cannot probe. 

The degree of agreement between the dislocation dynamics model with the 

atomistic simulations is promising and opens up the possibility of confidently simulating 

shocks and ramped compression waves that are impossible to model with atomistic 

methods, even with the current most powerful parallel computers.  

Many novel materials have heterogeneous microstructures that enhance their 

mechanical properties. It is widely known that shock waves influence the mechanical 

properties of the shocked material as a result of the generation pf high density of defects. 

This work shows that different dislocation microstructures are formed depending on 

different shock loading conditions such as peak pressure and pulse duration. The effect of 

the resulting microstructure on the mechanical properties can be investigated by running 

a new set of multiscale simulations such as simple tensile or nano-indentation 

simulations. Using this predictive multiscale model can be useful to design new 

experiments in which samples of enhanced mechanical properties can be produced.  

 

 
6.4 Future Work and Recommendations 
 

MDDP simulations of shock induced plasticity hold a great promise for 

investigating deformation process of metals in regimes that cannot be probed by current 

experiments. Based on these research findings, we recommend the following:  

1. Incorporating the effects of temperature and pressure on the dislocation mobility 

can be very important. This may solve some of the inconsistencies between DD 
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and MD results that appeared when investigating the role of homogenous 

nucleation on the mechanism of deformation. 

2. Current DD code can be used to simulate the deformation process in fcc and bcc 

materials. However, extensive research has been carried out of other crystal 

structures. Therefore, other crystal structures especially hcp and tetragonal will be 

considered for future research. 

3. Under high strain rate loading, there is a threshold pressure beyond which the 

deformation mechanism changes from dislocation glide to twinning. The 

mechanism of twining in the context of DD simulations will be considered in the 

future. 

4. In the current simulations, the base of the computational cell was assumed to be 

rigid. Therefore, when the shock wave hits the base, it reflects to the material 

block and interacts with the dislocations again. In order to isolate the effect of the 

reflected waves, we were forced to use a specimen of very high aspect ratio 

(height/width), increasing the time and the cost of the calculations. A better 

solution to resolve this problem is by the implementation of FE absorbing (non-

reflective) boundary condition. 
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