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The Network-on-Chip (NoC) paradigm has emerged as a revolutionary 

methodology for integrating a very high number of intellectual property (IP) blocks in a 

single die. The achievable performance benefit arising out of adopting NoCs is 

constrained by the performance limitation imposed by the metal wire, which is the 

physical realization of communication channels. With technology scaling, only 

depending on the material innovation will extend the lifetime of conventional 

interconnect systems a few technology generations. According to International 

Technology Roadmap for Semiconductors (ITRS) for the longer term, new interconnect 

paradigms are in need. The conventional two dimensional (2D) integrated circuit (IC) has 

limited floor-planning choices, and consequently it limits the performance enhancements 

arising out of NoC architectures. Three dimensional (3D) ICs are capable of achieving 

better performance, functionality, and packaging density compared to more traditional 

planar ICs. On the other hand, NoC is an enabling solution for integrating large numbers 

of embedded cores in a single die. 3D NoC architectures combine the benefits of these 
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two new domains to offer an unprecedented performance gain.  

This thesis quantifies the performance of 3D NoC architectures. It demonstrates 

functionality in terms of throughput, latency, energy dissipation, and wiring area 

overhead. It also addresses the temperature concerns that are apparent in 3D integrated 

circuits in general as well as many emerging 2D applications, showing that the 

characteristics of 3D NoCs limit what would otherwise be a dramatic increase in 

temperature, and in a certain case, even reduce temperature. 
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CHAPTER ONE 

INTRODUCTION 

The current trend in System-on-Chip (SoC) design in the ultra deep sub-micron 

(UDSM) regime and beyond is to integrate a huge number of functional and storage 

blocks in a single die [1]. The possibility of this enormous degree of integration gives rise 

to new challenges in designing the interconnection infrastructure for these big SoCs. 

Extrapolating from the existing CMOS scaling trends, traditional on-chip interconnect 

systems have been projected to be limited in their ability to meet the performance needs 

of SoCs at the UDSM technology nodes and beyond [2]. This limit stems primarily from 

global interconnect delay significantly exceeding that of gate delays. While copper and 

low-k dielectrics have been introduced to decrease the global interconnect delay, they 

only extend the lifetime of conventional interconnect systems a few technology 

generations. According to the International Technology Roadmap for Semiconductors 

(ITRS) [2], for the longer term, material innovation with traditional scaling will no longer 

satisfy the performance requirements. New interconnect paradigms are in need. 

Continued progress of interconnect performance will require employing approaches that 

introduce materials and structures beyond the conventional metal/dielectric system, and 

one of the promising approaches is 3D integration. Shown in Figure 1, three-dimensional 

(3D) ICs, which contain multiple layers of active devices, have the potential for 

enhancing system performance [3] [4] [5] [6]. According to [3], three-dimensional ICs 

allow for performance enhancements even in the absence of scaling. A clear way to 
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reduce the burden of high frequency signal propagation across monolithic ICs is to 

reduce the line length needed, and this can be done by employing stacking of active 

devices using 3D interconnects. Here, the multiple layers of active devices are separated 

by a few tens of micrometers. Consequently, 3D interconnects allow communication 

among these active devices with smaller distances required for signal propagation. 

Three-dimensional ICs will have a significant impact on the design of multi-core 

SoCs. Recently, Networks-on-Chip (NoCs) have emerged as an effective methodology 

for designing big multi-core SoCs [7] [8]. However, the conventional two dimensional 

(2D) IC has limited floor-planning choices and, consequently, limits the performance 

enhancements arising out of NoC architectures. The performance improvement arising 

from the architectural advantages of NoCs will be significantly enhanced if 3D ICs are 

adopted as the basic fabrication methodology. The amalgamation of two emerging 

paradigms, namely NoCs in a 3D IC environment, allows for the creation of new 

structures that enable significant performance enhancements over more traditional 

solutions. With freedom in the third dimension, on-chip network architectures that were 

 

Figure 1. 3DIC from a SOI Process 



 3 

impossible or prohibitive due to wiring constraints in planar ICs are now possible [9] 

[10].  

However, 3D ICs are not without limitations. Thermal effects are already 

impacting interconnect and device reliability in 2D circuits [11]. Due to the reduction of 

chip size in a 3D implementation, 3D integrated circuits exhibit a profound increase in 

power density. Consequently, increases in heat dissipation will give rise to circuit 

degradation and chip cracking, among other side-effects [12]. As a result, there is a real 

need to keep the temperature low for reliable circuit operation. Furthermore, in ICs 

implementing NoCs, the interconnect structure dissipates a large percentage of energy. In 

certain applications [13], this percentage has been shown to approach 50%. As a result, 

the interconnection network has a significant contribution to the thermal performance of 

3D NoCs. 

This thesis characterizes the performance of multiple 3D NoC architectures in the 

presence of realistic traffic patterns through cycle-accurate simulation and establishes the 

performance benchmark and related design trade-offs. The metrics of throughput, latency, 

energy dissipation, area, and temperature are each evaluated. 

This thesis is organized as follows. Chapter 2 covers previous research and 

developments pertinent to this study. It covers other works which evaluate three-

dimensional integrated circuits, various types of three-dimensional NoCs, and various 

methods of controlling the thermal performance of integrated circuits. Chapter 3 is an 

introduction to the different 3D NoC architectures evaluated in this thesis. Both mesh-

based and tree-based topologies are considered in this study. Chapter 4 reviews the 
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performance metrics used to evaluate the network architectures and details the 

experimental analysis. In this chapter, the various NoCs are evaluated in the presence of 

real traffic patterns for throughput characteristics, latency, energy dissipation, and silicon 

area. The effects of temperature are discussed in detail in chapter 5. Finally, chapter 6 

concludes this thesis with an overview and future research directions. 
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CHAPTER TWO 

RELATED WORK 

Current SoCs are implemented predominantly following 2D architectures. 

However, the emergence of 3D ICs will present a fundamental change. Topol et al., in 

[3], describe, in detail, the challenges of manufacturing in a 3D IC process. They show 

that 3D ICs are capable of improvements in power, noise, logical span, density, 

performance, and functionality. One major advantage of the 3D IC paradigm is that it 

allows for the integration of “dissimilar technologies”, e.g. memory, analog, MEMS, etc. 

in a single die. The paper describes the benefits and drawbacks of different fabrication 

methods including face-to-face bonding and face-to-back bonding. With their most 

sophisticated SOI face-to-back process, the via pitch is minimized, at 0.4 µm with a 

separation of 2 µm between layers of SOI devices [3].  

Jacob, et al. [14] propose using 3D ICs to improve the performance of 

microprocessors by forming a processor-memory stack. They show that the integration of 

processor and memory in a stack enables a large increase in performance. In particular, 

3D integration enables the use of very wide buses (>1024 bits) for vertical 

communication. In addition to ultra wide buses, a stack provides a very short distance 

between processor and memory, decreasing memory access times considerably. 

In [9], 3D ICs were proposed to improve performance of chip multi-processors. 

Drawing upon 3D IC research, they chose a hybridization of busses and networks to 

provide the interconnect fabric between CPUs and L2 caches. The performance of this 
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fusion of NoC and bus architectures was evaluated using standard CPU benchmarks. 

However, this analysis pertains only to chip multiprocessors and does not consider the 

use of three-dimensional network structures for application-specific SoCs. Three 

dimensional NoCs are analyzed in terms of temperature in [15]. Pavlidis, et al., in [10], 

compared 2D MESH structures with their 3D counterparts by analyzing the zero-load 

latency and power consumption of each network. This is an evaluation that shows some 

of the advantages of 3D NoCs, but it neither applies any real traffic pattern, nor does it 

measure other relevant performance metrics. This thesis aims to address these concerns 

by applying real traffic patterns in a cycle-accurate simulation, and measuring 

performance through established metrics. 

The thermal consequences of conventional 2D NoCs were discussed in [16]. This 

research introduces a runtime solution to temperature mitigation by throttling traffic 

through the routers. The efficient algorithm presented offers reactive and proactive 

routing in addition to the distributed throttling of traffic. In the specific application shown 

in this paper, their algorithm reduces temperature by 10 °C, while incurring throughput 

degradation of less than 1% and latency degradation of less than 1.2%. Although this 

work does not pertain to 3D NoCs, the algorithm can be adapted for this scenario. 

Another approach to reduce temperature in an integrated circuit is the inclusion of 

thermal vias, thus improving its thermal conductivity. This is of particular importance in 

3D ICs. Thermal vias can improve the thermal conductivity of any 3D IC, network-on-

chip applications inclusive. In [17], a thermal-via allocation algorithm is presented. This 

work improves on previous thermal via algorithms by considering the spatial and 
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temporal variations of energy dissipation. In addition to showing significant speedup 

compared to previous algorithms, it reduces the area overhead from these thermal vias by 

one half. 

A third method of mitigating temperature concerns is thermally-intelligent 

placement of processing elements. In [15], the author extends previous work covering the 

optimal placement and mapping of on-chip components of 2D NoCs to a three-

dimensional environment. This work proposes the use of genetic algorithms to enable 

optimum placement of processing elements in three-dimensional networks-on-chip. 

Each of [16], [17], and [15] provide unique approaches to mitigating the 

temperature problem. One of the principal characteristics of 3D NoCs is that they 

dissipate lower communication energy compared to 2D implementations, and eventually 

this reduction has a positive effect on the temperature issues arising from increased power 

density in nascent 3D NoCs. However, these effects have not been physically quantified 

on an architectural level. This thesis addresses that void by characterizing the thermal 

performance of an array of 3D NoC topologies. 

 

2.1 Conclusions 

This chapter has introduced previous works on three-dimensional integrated 

circuits, networks-on-chip, and thermal concerns. The preceding works have been 

invaluable to this thesis, and they have provided a foundation for what are presented.  

This thesis aims to address the limitations of previous three-dimensional NoC research by 

expanding upon the limitations introducing more architectures, using real traffic patterns, 
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and applying the concepts of other works, namely the inclusions of ultra-wide buses and 

the introduction of thermal analysis. 



 9 

CHAPTER THREE 

3D NOC ARCHITECTURES 

Enabling design in the vertical dimension permits a large degree of freedom in 

choosing an on-chip network topology. Due to wire-length constraints and layout 

complications, the more conventional two-dimensional integrated circuits have placed 

limitations on the types of network structures that are possible. With the advent of 3D 

ICs, a wide range of on-chip network structures that were not explored earlier are being 

considered [9] [10]. This paper investigates five different topologies in 3D space and 

compares them with three well-known NoC architectures from 2D implementations. This 

thesis considers a SoC with a 400mm
2
 floor plan and 64 functional IP blocks. This system 

size was selected to reflect the state of the art of emerging SoCs. At ISSCC 2007, design 

of an 80-core processor arranged in an 8x10 regular grid built on fundamental NoC 

concepts was demonstrated [18]. Therefore, the system size assumed in this work is 

representative of the current trends. IP blocks for a 3D SoC are mapped onto four 

10mm×10mm layers, in order to occupy the same total area as a single-layer, 

20mm×20mm layout.  

 

3.1. Mesh-Based Networks 

One of the well-known 2D NoC architectures is the 2D Mesh as shown in Figure 

2a. This architecture consists of an m×n mesh of switches interconnecting IP blocks 

placed along with them. It is known for its regular structure and short interswitch wires.  
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Figure 2. Mesh-based NoC architectures: (a) 2D Mesh, (b) 3D Mesh, (c) Stacked Mesh, 

and (d) Ciliated 3D Mesh 
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From this structure, a variety of three-dimensional topologies can be derived. The 

straightforward extension of this popular planar structure is the 3D Mesh. Figure 2b 

shows an example of 3D Mesh NoC. It employs 7-port switches: one port to the IP block, 

one each to switches above and below, and one in each cardinal direction (North, South, 

East, and West), as shown in Figure 3a. A second derivation, 3D Stacked Mesh (Figure 

2c), takes advantage of the short inter-layer distances that are characteristics of a 3D IC, 

which can be around 20 µm [3]. The 3D Stacked Mesh architecture is a hybrid between a 

packet-switched network and a bus. It integrates multiple layers of 2D Mesh networks by 

connecting them with a bus spanning the entire vertical distance of the chip. As the 

distance between the individual 2D layers in 3D IC is extremely small, the overall length 

of the bus is also small, making it a suitable choice for communicating in the z-dimension 

[9]. Furthermore, each bus has only a small number of nodes (i.e. equal to the number of 

layers of silicon), keeping the overall capacitance on the bus small and greatly 

simplifying bus arbitration. For consistency with [9], this analysis considers the use of a 

dynamic, time-division multiple-access (dTDMA) bus, although any other type of bus 

may be used as well. A switch in a 3D Stacked Mesh network has, at most, 6 ports: one to 

the IP, one to the bus, and four for the cardinal directions (Figure 3b). Additionally, it is 

possible to utilize ultra wide buses similar to the approach introduced in [14] to 

implement cost-effective, high-bandwidth communication between layers. 

A third method of constructing a 3D NoC is by adding layers of functional IP 

blocks and restricting the switches to one layer or a small number of layers. With this in 

mind, this thesis introduces a new architecture, 3D Ciliated Mesh. This structure is 
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essentially a 3D Mesh network with multiple IP blocks per switch. The 3D Ciliated Mesh 

is a 4×4×2 3D mesh-based network with 2 IPs per switch, where the two functional IP 

blocks occupy, more or less, the same footprint, but reside at different layers. This is 

shown in Figure 2d. In a Ciliated 3D Mesh network, each switch contains seven ports 

(one for each cardinal direction, one either up or down, and one to each of two IP blocks) 

as shown in Figure 3c. This architecture will clearly exhibit lower overall bandwidth than 

a complete 3D Mesh due to multiple IP blocks per switch and reduced connectivity; 

however, chapter 4 will show that this type of network offers an advantage in terms of 

energy dissipation, especially in the presence of specific traffic patterns. 

It is important to note that each mesh-based network introduced in this section can 

be easily translated into a toroidal structure. Toroidal structures differ in that the switches 

at the edges wrap around to the opposite side. This ensures that all switches have equal 

numbers of ports. However, this leads to long wrap-around wires, so the Folded Torus 

architecture (Figure 2e), in which all wires are the same length, was designed as a 

    

 (a) (b) (c) 

 

Figure 3. Switches for mesh-based NoCs: (a) 3D Mesh, (b) Stacked Mesh, and (c) 

Ciliated 3D Mesh 
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mitigating solution [19]. Furthermore, toroidal networks they are advantageous for many 

parallel processing algorithms, like Fast Fourier Transforms for example, since they are 

implementations of hypercubes. For instance, a 4×4 2D torus is equivalent to a 2×2×2×2 

4D hypercube, and a 4×4×4 3D torus is equivalent to a 2×2×2×2×2×2 6D hypercube. 

Three-dimensional folded tori are easily extensible from the 3D Mesh, 3D Stacked Mesh, 

and 3D Ciliated Mesh structures in Figure 2. 

 

3.2. Tree-Based Networks 

Two types of tree-based interconnection networks that have been considered for 

network-on-chip applications are Butterfly Fat Tree (BFT) [20], [21] and the generic Fat 

Tree, or SPIN [22]. This paper endeavors to quantify the enhancements achieved when 

these networks are instantiated in a 3D IC environment. Unlike the work with mesh-

based NoCs, this thesis does not propose any new topologies for tree-based systems. 

Instead, it investigates the achievable performance benefits by instantiating already-

existing tree-based NoC topologies in a 3D environment. 

The considered BFT topology is shown in Figure 4a. For a 64-IP SoC, a BFT 

network will contain 28 switches. Each switch (Figure 5a) in a Butterfly Fat Tree network 

consists of 6 ports, one to each of four child nodes and two to parent nodes, with the 

exception of the switches at the topmost layer. When mapped to a 2D structure the 

longest inter-switch wire length for a BFT-based NoC is l2DIC/2, where l2DIC is the die 

length on one side [21] [23]. If the NoC is spread over a 20mm×20mm die, then the 

longest inter-switch wire is 10 mm [23], as shown in Figure 4c. Yet, when the same BFT 
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Figure 4. Tree architectures: (a) Butterfly Fat Tree, (b) SPIN, (c) 2D BFT Floorplan, (d) 

3D BFT Floorplan for the first two layers, and (e) the first three layers of a 3D BFT 

Floorplan as seen in elevation view 
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network is mapped onto a four-layer 3D SoC, wire routing becomes simpler, and the 

longest inter-switch wire length is reduced by at least a factor of two, as can be seen in 

Figure 4d. This will lead to reduced energy dissipation as well as less area overhead. The 

fat tree topology of Figure 4b will have the same advantages when mapped on to a 3D IC 

as the BFT. 

 

3.3 Conclusions 

This chapter has introduced the various 3D NoC architectures that are evaluated 

in this thesis. Three-dimensional integrated circuits allow the creation of new topologies, 

and they allow the utilization old topologies in such a way that they take advantage of 

some of the inherent benefits of 3D ICs. This chapter has shown how the traditional 2D 

Mesh can be expanded in the third dimension with the creation of 3D Mesh, 3D Stacked 

Mesh, and 3D Ciliated Mesh topologies. It has introduced how the concept of ultra-wide 

buses can apply to the bus-NoC hybrid 3D Stacked Mesh architecture as well. These 

   

 (a) (b) 

 

Figure 5. Switches for tree networks: (a) BFT and (b) SPIN 
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three-dimensional structures take advantage of more efficient topology to produce 

savings in terms of energy and improvements in terms of throughput. Lastly, two 

traditional tree-based topologies were introduced, and it was shown that without creating 

any new tree-based topologies, both the Fat Tree and Butterfly Fat Tree architectures can 

be adapted in three-dimensions in such a way that energy is saved and area is reduced. 
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CHAPTER FOUR 

PERFORMANCE EVALUATION 

4.1 Performance Metrics 

In order to properly analyze the various 3D network-on-chip topologies, a 

standard set of metrics must be used [24]. Wormhole routing [25] is assumed as the data 

transport mechanism where the packet is divided into fixed length flow control units or 

flits. The header flit holds the routing and control information. It establishes a path, and 

subsequent payload or body flits follow that path. This comparative analysis focuses on 

the four established benchmarks [24] of throughput, latency, energy, and area overhead. 

Throughput is a metric that quantifies the rate in which message traffic can be 

sent across a communication fabric. It is defined as the average number of flits arriving 

per IP block per clock cycle, so the maximum throughput of a system is directly related to 

the peak data rate that a system can sustain. For purposes of a message-passing system, 

throughput T is given by the equation 

 
( ) ( )

( ) ( )TimeIP BlocksNumber of 

ngthMessage Leetedages ComplTotal Mess
T

×

×
= . (1) 

Total Messages Completed are the number of messages which successfully traverse the 

network from source to destination. Message Length refers to the number of flits a 

message consists of, and Number of IP Blocks signifies the number of intellectual 

property units that send data over the network. Time is length of time in clock cycles 

between the generation of the first packet and the reception of the last. It can be seen that 
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throughput is measured in flits/IP block/cycle, where a throughput of 1 signifies that 

every IP block is accepting a flit in each clock cycle. Accordingly, throughput is a 

measure of the maximum amount of sustainable traffic. Throughput will be dependent on 

a number of parameters including the number of links in the architecture, the average hop 

count, the number of ports per switch, and injection load. Injection load is measured by 

the number of flits injected in to the network per IP block per cycle. Consequently, it has 

the same unit as the throughput, and an injection load of 1 signifies that every IP block is 

injecting a flit in each clock cycle. 

Next, latency refers to the length of time elapsed between the injection of a 

message header at the source node and the reception of the tail flit at the destination. 

Latency is defined as the time in clock cycles elapsed from the transfer of the header flit 

by the source IP to the acceptance of the tail flit by the destination IP block. Latency is 

characterized by three delays: sender overhead, transport latency, and receiver overhead. 

 Li = Lsender + Ltransport + Lreceiver (2) 

Flits must traverse a network while traveling from source to destination. With different 

routing algorithms and switch architectures, each packet will experience a unique latency. 

As a result, network topologies will be compared by average latency. Let P be the 

number of packets received in a given time period, and let Li be the latency of the ith 

packet. Average latency is therefore given by the equation: 

 
P

L

L

P

i
i

avg

∑
== 1 . (3) 

Additionally, the transport of messages across a network leads to a quantifiable 
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amount of energy dissipation. Activity in the logic gates of the network switches as well 

as the charging and discharging of interconnection wires lead to the consumption of 

energy. This thesis examines two types of energy: energy per cycle and packet energy. 

Cycle energy is defined as the amount (in Joules) of energy dissipated by the entire 

network in one clock cycle. On the other hand, packet energy is defined as the amount of 

energy incurred by a single packet as it traverses the network from source to destination 

over many clock cycles. It will be shown that each of these types of energy reveals 

unique information about the behavior of the varying network architectures. 

Lastly, the amount of silicon area used by an interconnection network is a 

necessary consideration. As the network switches form an integral part of the 

infrastructure, it is important to determine the amount of relative silicon area they 

consume. Additionally, area overhead arising from layer-to-layer vias, inter-switch wires, 

and buffers incurred by relatively longer wires need to be considered. The evaluation of 

area in this thesis includes each form of area overhead. 

 

4.1 Performance Analysis of 3D Mesh-Based NoCs 

In this section, the performance of the 3D mesh-based NoC architectures is 

analyzed in terms of the parameters mentioned above: throughput, latency, energy 

dissipation, and area overhead. 

Throughput is given in the number of accepted flits per IP per cycle. This metric, 

therefore, is closely related to the maximum amount of sustainable traffic in a certain 

network type. Any improvements in throughput in 3D networks are principally related to 
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two factors: the number of physical links and the average number of hops.  

In general, for a mesh-based NoC, the number of links is given as follows: 

 links = N1N2(N3 – 1) + N1N3(N2 – 1) + N2N3(N1 – 1), (4) 

where Ni represents the number of switches in the i
th

 dimension. For instance, in an 8×8 

2D Mesh NoC, this yield 112 links. In a 4×4×4 3D Mesh NoC, the number of links turns 

out to be 144. With a greater number of links, a 3D Mesh network, for example, is able to 

contain a greater number of flits and therefore transmit a greater number of messages. 

However, only considering the number of links will not characterize the overall 

throughput of a network. The average hop count also has a definitive effect on 

throughput. Following [10], the average number of hops in a mesh-based NoC is given by 

 
( ) ( )

( )13
321

21213321321

−

−+−++
=

nnn

nnnnnnnnnnn
hops

Mesh
, (5) 

where ni is the number of nodes in the i
th

 dimension. This equation applies both to the 

4×4×4 3D Mesh and 4×4×2 3D Ciliated Mesh networks. The number of hops for the 3D 

Stacked Mesh is equal to  

 
3

321
1

3 n

nnn
hops

Stacked

−
+

+
= . (6) 

For the 4×4×4 3D Mesh and 8×8 2D Mesh, average hop counts are 3.81 and 5.33, 

respectively. There are 40% more hops in the 2D Mesh compared to that in 3D Mesh. 

Consequently, flits in the 3D Mesh needs to traverse fewer stages between a pair of 

source and destination than the 2D counterpart. As a result of this, a corresponding 

increase in throughput is expected. A lower average hop count will also allow more flits 

to be transmitted through the network. With a lower hop count, a wormhole-routed packet 
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will utilize fewer links, thus leaving more room to increase the maximum sustainable 

traffic.  

Transport latency, like throughput, is also affected by average hop count. It is also 

affected heavily by the number of links and the injection load. In 3D architectures, a 

decrease in latency is expected due to a lower hop count and an increased number of 

links. 

In the System-on-Chip realm, energy dissipation characteristics of the 

interconnect structures are crucial, as the interconnect fabric can consume a significant 

portion of the overall energy budget [15]. The energy dissipation in a NoC depends on the 

energy dissipated by the switch blocks and the inter-switch wire segments. Both of these 

factors depend on the network architecture. Additionally, the injection load has a 

significant contribution as it is the cause for any activity in the switches and inter-switch 

wires. Intuitively, it is clear that with more packets traversing the network, power will 

increase. This is why packet energy is an important attribute for characterizing NoC 

structures. The energy dissipated per flit per hop is given by 

 
wireswitchhop

EEE += , (7) 

where Eswitch and Ewire are the energy dissipated by each switch and inter-switch wire 

segments respectively. The energy of a packet of length n flits that completes h hops is 

given by 
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From this, a formula for packet energy can be realized. If P packets are transmitted then 
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the average energy dissipated per packet is given as 
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Now, it is clear that a strong correlation exists between packet energy and the 

number of hops from source to destination. Consequently, a network topology that 

exhibits smaller hop counts will also exhibit correspondingly lower packet energy. As all 

3D mesh-based NoC architectures exhibit a lower hop count they should also dissipate 

less energy per packet. 

Lastly, the area overhead must be analyzed for mesh-based NoCs. Area overhead 

for a NoC includes switch overhead and wiring overhead. Switch area is affected by the 

overall number of switches and the area per switch, which is highly correlated to the 

number of ports. Since all 3D mesh-based NoCs have more ports, the area per switch will 

increase. However, the ciliated structure has a reduced number of switches, which should 

significantly reduce the overall switch area. For 3D NoCs in general, wiring overhead 

includes the interlayer via footprint in addition to the area incurred by horizontal and 

vertical wiring. The addition of interlayer vias and their corresponding area overhead is a 

characteristic that is unique to three-dimensional ICs, and it is included in the area 

overhead calculations presented later. 

Wire overhead is reduced when moving to a 3DIC. However, this is not due to 

reductions in the length of most interswitch wires in the case of mesh-based NoCs. 

Horizontal wire length is given by lIC/nside, where nside represents the number of IPs in one 

dimension of the IC and lIC is the die length on one side as shown earlier in Figure 2a and 
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Figure 2b. For the 8×8 2D Mesh, this evaluates to 20mm/8 or 2.5mm, and for all 3D 

mesh-based architectures, the expression evaluates to 10mm/4, also 2.5mm. With this in 

mind, reductions in wire overhead come from the interlayer wires. The 3D structures 

have a reduced number of horizontal links due to the presence of interlayer wires. These 

interlayer wires are very small and hence, they are the source of wire overhead savings in 

mesh-based 3D NoCs. 

 

4.2 Performance Analysis of 3D Tree-Based NoCs 

Unlike the previous discussion pertaining to mesh-based NoCs, the tree-based 

networks considered for 3D implementations have identical topologies to their 2D 

counterparts. The only variable is the inter-switch wire length. As a result, there are 

significant improvements both in terms of energy and area overhead. 

 In 2D space, the longest inter-switch wire length in a BFT or SPIN network is 

equal to l2DIC/2 [21] [23], where l2DIC is the die length on one side. This inter-switch wire 

length corresponds to the top-most level of the tree. In a 3D IC, however, this changes 

significantly. For instance, as shown in Figure 4d and Figure 4e, the longest wire length 

for 3D, tree-based NoC is equal to the length of horizontal travel in addition to the length 

of the vertical via. Considering a 20mm×20mm 2D die, the longest inter-switch wire 

length is equal to 10mm, whereas with a 10mm×10mm stack of four layers, the 

maximum wire length is equal to the sum of l3DIC/4, or 2.5mm, and the span of two 

layers, 40µm. This is almost a factor-of-4 reduction compared to 2D implementations. 

Similarly, mid-level wire lengths are reduced by a factor of 2. As a result, this reduction 
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in wire length, shown in Table 1, causes a significant reduction in energy. 

In addition to benefits in terms of energy, 3D ICs effect area improvements for 

tree-based NoCs. Again, as with energy, area gains pertain only to the inter-switch wire 

segments; there is neither a change in the number of switches nor in the design of the 

switch. 

As with the 3D mesh-based NoCs, wire overhead in a 3D tree-based NoC consists 

of the horizontal wiring in addition to the area incurred by the vertical wires and vias. 

Also, the longer inter-switch wires, which are characteristics of 2D tree-based NoCs, 

require repeaters, and this is taken into account. For a Butterfly Fat Tree, the number of 

wires in an arbitrary tree level l as defined in [20] is 

 





⋅=

−1layer 
2llinkl

N
wwires , (10) 

where N is the number of IP blocks and wlink is the link width in bits. For a generic Fat 

Tree, the number of wires in a tree level l is given by 

 Nwwires
linkl

⋅=
layer 

. (11) 

For instance, in a 64-IP BFT network with 32-bit wide bi-directional interswitch links, 

there are 2048 wires in the first level, 1024 wires in the second level, and 512 wires in the 

Table 1. Inter-Switch Wire Lengths in 3D tree-based NoCs 

 2D NoC 4-layer 3D NoC 

1
st
 Level ≤ l/8 = 2.5 mm ≤ l/4 = 2.5 mm 

2
nd

 Level l/4 = 5 mm l/4 = 2.5 mm 

3
rd

 Level l/2 = 10 mm l/4 = 2.5 mm 
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third. Similarly, a 64-IP Fat Tree will have 2048 wires in every level. 

 

4.3 Simulation Methodology 

To model performance of different NoC structures, a cycle-accurate network 

simulator is employed that can also simulate dTDMA buses. The simulator is flit-driven 

and uses wormhole routing. In this work, a self-similar injection process [24] [26] [27] 

[28] is assumed. This type of traffic has been observed in the bursty traffic typical of on-

chip modules in MPEG-2 video applications [28], as well as various other networking 

applications [27]. It has been shown to closely model real traffic [28]. In terms of spatial 

distribution it is capable of producing both uniform and localized traffic patterns for 

injected packets. In order to acquire energy and area characteristics, the network 

Table 2. Wire Delays 

Wire Type Wire Length Delay (ps) Architectures Used 

Interlayer 20 µm  16 all 3D mesh-based 

Vertical Bus 60 µm 110/450** 3D Stacked Mesh 

Horizontal 2.5 mm 219 mesh-based, 2D 

tree-based 

Horizontal + 

Interlayer 

2.54 mm 231 all 3D tree-based 

Horizontal 5 mm 436* Mid-level in all 2D 

tree-based  

Horizontal 10 mm 550* Top-level in all 2D 

tree-based  

  *Repeaters 

Necessary  

**Bus Arbitration 

Included 
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switches, dTDMA arbiter, and FIFO buffers were modeled in VHDL. The network 

switches were designed in such a way that their delay can be constrained within the limit 

of one clock cycle. The clock cycle is assumed to be equal to 15FO4 (fan-out-of 4) delay 

units. With the 90nm standard cell library from CMP [29], this corresponds to a clock 

frequency of 1.67 GHz. As the switches were designed with differing numbers of ports, 

their delays vary with one another. However, it was important to ensure that all the delay 

numbers were kept within the 15FO4 timing constraint. Consistent with [23], the longest 

delays were in the 2D/3D Fat Tree switches as they had the highest number of ports. Yet, 

even it can be run with a clock frequency of 11FO4, well within the 15FO4 limit. To have 

a consistent comparison, all the switches were run with a 15FO4 clock.  

Similarly, all interswitch wire delays must hold within the same constraints. As 

shown in Table 2, wire RC delays remain within the clock period of 600ps [29]. For 

Table 3. Architectural Parameters 

Topology Port Count 
Switch Area 

(mm
2
) 

Switch Static 

Energy (pJ) 

Longest Wire 

Delay (ps) 

2D Mesh 5 0.0924 65.3 219 

3D Mesh 7 0.1385 91.4 219 

3D Stacked 

Mesh 

6 (+ bus 

arbitration) 
0.1225 81.3 219 

Ciliated 3D 

Mesh 
7 0.1346 91.2 219 

2D BFT 6 0.1155 78.3 550 

3D BFT 6 0.1155 78.3 231 

2D Fat Tree 8 0.1616 104.5 550 

3D Fat Tree 8 0.1616 104.5 231 
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Stacked Mesh, even considering the bus arbitration, the delay is constrained within one 

clock cycle. For the vertical wires, the via resistance and capacitance are included in the 

analysis. Thus, all network architectures are able to run at the same clock frequency of 

1.67 GHz. Additional architectural parameters for each topology are shown in Table 3. 

Although the simulator is capable of running with an arbitrary specification, each 

switch was designed with 4 virtual channels per port and 2-flit-deep virtual channel 

buffers as discussed in [24]. Synopsys Design Vision was used to synthesize the hardware 

description using a 90nm standard cell library from CMP [29], and Synopsys PrimePower 

was used to gather energy dissipation statistics. To calculate Eswitch and Ewire from (7), the 

methodology discussed in [24] is followed. The energy dissipated by each switch, Eswitch, 

is determined by running its gate-level netlist through Synopsys PrimePower using large 

sets of input data patterns. In order to determine the interconnect energy, Einterconnect, the 

interconnects’ capacitance is estimated, taking into account each inter-switch wire’s 

specific layout, by the following expression [24]: 

 

 Cinterconnect = Cwire · wa+1;a + n · m · (CG + CJ), (12) 

 

where Cwire represents the capacitance per unit length of the wire, wa+1;a is the wire length 

between two consecutive switches, n is the number of repeaters, m represents the size of 

those repeaters with respect to minimum-size devices, and lastly, CG and CJ represent the 

gate and junction capacitance, respectively, of a minimum size inverter. While 

determining Cwire, the worst-case scenario is considered, where adjacent wires switch in 
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opposite directions [30]. 

The simulation is initially run for 10,000 cycles to allow the 64-IP network to 

stabilize, and it is subsequently run for 100,000 more cycles. The simulator provides 

statistics for energy, throughput, and latency.  

 

4.4 Experimental Results for Mesh-Based Networks 

This thesis first considers the performance of 3D mesh-based NoC architectures. 

Figure 6a shows the variation of throughput as a function of the injection load. A network 

cannot accept more traffic than is supplied, and limitations in routing and collisions cause 

saturation before throughput reaches unity. From Figure 6a, it is clear that both the 3D 

Mesh and Stacked Mesh topologies exhibit throughput improvements over their two-

dimensional counterparts. It is also clear that the ciliated 3D Mesh network shows only a 

small throughput improvement. However, this is not where a ciliated structure exhibits 

the best performance. It will be shown later that this network topology has significant 

benefits both in terms of energy dissipation and silicon area.  

These results coincide with the analysis of 3D mesh-based NoC provided in 

chapter 4, section 1. Equation (4) shows that a 3D mesh will have 29% more 

interconnection links than a 2D version; hop count calculations have shown that a flit in a 

2D mesh network will, on average, traverse 40% more hops than a flit navigating a 3D 

mesh (according to Table 4); and 3D mesh switches have higher connectivity with the 

increased number of ports. These all account for throughput improvements. In general, 

the lower hop count allows a wormhole-routed packet to occupy fewer resources, freeing 
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Figure 6. Experimental results for mesh-based NoCs: (a) Throughput vs. injection load, 

(b) Latency vs. injection load, (c) Cycle energy vs. injection load, and (d) Packet energy 
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up links for additional packets. Consequently, there is a corresponding increase in 

throughput. 

Next, the 3D Stacked Mesh architecture is considered. An increase in throughput 

is evident, as shown in Figure 6a. However, with a 32-bit bus (corresponding to the flit 

width) connecting the layers of the NoC, throughput improvements are not as substantial 

as with the 3D Mesh. Contention issues in the bus limit the attainable performance gains. 

Yet, since communication between layers is bus-based, one may increase the size of the 

bus without modifying the switch architectures. As a result, the bus width is increased to 

128 bits. Any further increase did not have any significant impact on throughput, except 

to increase the total capacitance on the bus. With this improvement, 3D Stacked Mesh 

saturates at a slightly higher injection load than a 3D Mesh network. The 3D Stacked 

Mesh topology also offers a lower hop count in comparison to a strict 3D Mesh. From 

(6), the average hop count is equal to 3.42. With the lower hop count in addition to the 

wide, 128-bit bus for vertical transmission, this architecture offers the highest throughput 

among all the 3D mesh-based networks.  

Throughput characteristics of the ciliated 3D Mesh topology differ significantly 

from the other 3D networks. This network has a saturating throughput that is slightly 

Table 4. Average hop count in mesh-based NoCs 

2D Mesh 5.33 

3D Mesh 3.81 

Stacked Mesh 3.42 

Ciliated 3D Mesh 3.10 
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higher than a 2D Mesh network and considerably less than both 3D Mesh and Stacked 

Mesh networks. This is true despite having the lowest hop count at an average of 3.10 

hops. However, with only 64 interswitch links, compared to 144 in the 3D Mesh and 112 

in the 2D Mesh, throughput improvements due to hop count are negated by the reduced 

number of links. The fact that there are multiple functional IP blocks for every switch is 

also responsible for considerable lower throughput due to contention issues in the 

switches. 

Figure 6b depicts the latencies for the architectures under consideration. Here, it is 

seen that 3D mesh-based NoCs have superior latency characteristics over the 2D 

versions. This is a product of the reduced hop count characteristic of 3D mesh-based 

topologies. 

Energy dissipation characteristics for three-dimensional mesh-based NoCs reveal 

a substantial improvement over planar NoCs. The energy dissipation profiles of the mesh-

based NoC architectures under consideration are shown in Figure 6c. Energy dissipation 

is largely dependent on two factors: architecture and injection load. These two parameters 

are considered the independent factors in this analysis. As shown in (7), the energy 

dissipation in a NoC depends on the energy dissipated by the switch blocks and the inter-

switch wire segments. Both these factors depend on the architectures. The design of the 

switch varies with the architecture and inter-switch wire length is also architecture 

dependent [24]. Besides the network architecture, injection load has a clear effect on the 

total energy dissipation of a NoC, in accordance with Figure 6c. Intuitively, it is clear that 

with more packets traversing the network, power will increase. This is why packet 
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energy, in Figure 6d, is an important attribute for characterizing NoC structures. Notice 

that, at saturation, a 2D Mesh network dissipates less power than both 3D Stacked Mesh 

and 3D Mesh networks. This is the result of the lower 2D Mesh throughput, and the 3D 

networks consume more energy because they transmit more flits at saturation. Packet 

energy is a more accurate representation of the cost of data transmission. With packet 

energy in mind, it can be seen that every 3D topology provides a very substantial 

improvement over a 2D Mesh. Also, the energy dissipation of the ciliated mesh topology 

is less, still, than that of 3D Mesh network. These results follow closely the hop count 

calculations summarized in Table 4, with the exception of the packet energy for a 3D 

Stacked Mesh network. Energy is heavily dependant on interconnect energy, and this is 

where the 3D Stacked Mesh suffers. Since vertical communication takes place through 

wide busses, the capacitive loading on those busses results in a significant amount of 

energy. As a result, though 3D Stacked Mesh has a lower hop count compared to 3D 

Mesh, it dissipates more packet energy on average. Regardless, the profound energy 

savings possible in these 3D architectures provides serious motivation for a SoC designer 

to consider a three dimensional integrated circuit. 

The final performance metric considered in this study is the overall area overhead 

incurred with the instantiation of the various networks. Figure 7 shows the area penalty 

from each NoC design, both in terms of switch area and interconnects area. It shows that 

while the 3D Mesh and 3D Stacked Mesh NoCs reduce the amount of wiring area, switch 

overhead is increased. For both 3D Mesh and 3D Stacked Mesh NoCs, the number of 

longer inter-switch links in x-y plane is reduced. There are 96 x-y links for both 
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topologies, for 3D Stacked Mesh, 16 buses are present, and for the 3D Mesh, 48 vertical 

links are present. In comparison, the conventional 2D mesh-based NoC has 112 links in 

the horizontal plane. As the 3D NoCs have fewer long horizontal links they incur less 

wiring area overhead. Although there are a large number of vertical links, the amount of 

area incurred by them is very small due to the 2µm×2µm interlayer vias. However, an 

increased number of ports per switch results in larger switch overhead for both of these 

NoC architectures, ultimately causing the 3D Mesh and 3D Stacked Mesh topologies to 

incur more silicon area in spite of wiring improvements. On the other hand, 3D Ciliated 

Mesh shows a significant improvement in terms of area. The 4×4×2 3D Ciliated Mesh 

structure involves half the number of switches as the other mesh-based architectures in 

addition to only 64 links. As a result, the area overhead is accordingly smaller. 

 

4.5 Experimental Results for Tree-Based Networks 

In this section, the performance of the three-dimensional tree-based NoCs is 

evaluated. It has already been established that 2D and 3D versions of the tree topologies 

should have identical throughput and latency characteristics, and Figure 8a and Figure 8b 

support this. Consistent with the analysis of mesh-based NoCs, Figure 8a shows the 

variation of throughput as a function of injection load, and Figure 8b shows the effect of 

injection load on latency. The assumption here was that the switches and the inter-switch 

wire segments are driven by the same clock as explained earlier. Consequently under this 

assumption, in terms of throughput and latency there is no advantage to choosing a 3D IC 

over a traditional planar IC for a tree-based NoC. However, this is eclipsed by the 
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Figure 8. Experimental results for tree-based NoCs: (a) Throughput vs. injection load, (b) 

Latency vs. injection load, (c) Cycle energy vs. injection load, and (d) Packet energy 
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superior performance achieved in terms of energy and area overhead. If the NoC switches 

can be designed to operate as fast as the inter-switch wires, then it will show later that the 

3D tree-based architectures will benefit significantly in terms of latency and bandwidth.  

The energy profiles for 3D tree-based NoCs (Figure 8c) reveal significant 

improvements over 2D implementations. Both BFT and Fat Tree (SPIN) networks show a 

very large reduction in energy when 3D ICs are used. Once again, energy dissipation is 

largely dependant both on architecture and injection load. Each NoC shows that energy 

dissipation increases with injection load until the network becomes saturated, similar to 

the throughput curve shown in Figure 8a. The energy profiles show that the Fat Tree 

networks cause higher energy dissipation than the Butterfly Fat Tree instantiations, but 

this is universally true only at high injection load. 

Again, this is the motivation to consider packet energy of the networks as a 

relevant metric for comparison, shown in Figure 8d. Energy savings in excess of 45% are 

achievable by adopting 3D ICs as a manufacturing methodology, and both BFT and Fat 

Tree networks show similar improvements. In case of tree-based NoCs, where the basic 

network topology remains unchanged in 3D implementations, all improvements in energy 

dissipation are caused by the shorter wires. As showed earlier in Table 1, a three-

dimensional structure greatly reduces the inter-switch wire length. The overall energy 

dissipation in a NoC is heavily dependant on the interconnect energy, and this reduction 

in inter-switch wire length effects very large savings.  

Besides advantages in terms of energy, three-dimensional ICs enable tree-based 

NoCs to reduce silicon area overhead by a sizable margin. Figure 9 shows the overall 
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area overhead of tree-based NoCs. Although no improvements are made in terms of 

switch area, the reductions in inter-switch wire lengths and amount of repeaters are 

responsible for substantial reductions in wiring overhead. This is especially true of the 

Fat Tree network, which has more interconnects in the higher levels of the tree; wiring 

overhead is reduced more than 60% by instantiating the network into a 3D IC. 

 

4.6 Effects of Traffic Localization 

Until this point, a uniform spatial distribution of traffic has been assumed. In a 

SoC environment, different functions would map to different parts of the chip and the 

traffic patterns would be expected to be localized to different degrees [31]. This thesis 

therefore considers the effect of traffic localization on the performance of the 3D NoCs, 

and in particular it considers the illustrative case of spatial localization where local 

messages travel from a source to the set of the nearest destinations. In the case of BFT 

and Fat Tree, localized traffic is constrained to within a cluster consisting of a single sub-

tree while, in the case of 3D Mesh, it is constrained to within the destinations placed at 

the shortest Manhattan distance [24].  

On the other hand, the 3D Stacked Mesh architecture is created simply to take 

advantage of the inexpensive vertical communication. The research pursued by Li et al. in 

[9] suggested that in a 3D multi-processor SoC, much of the communication should take 

place vertically, taking advantage of the short inter-layer wire segments. This is a result of 

a large proportion of network traffic occurring between processor and the closest cache 

memories, which are often placed along the z-dimension. Consequently, in these 
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situations, the traffic will be highly localized, and this study therefore considers localized 

traffic to be constrained to within a pillar for 3D Stacked Mesh. Figure 10 summarizes 

these effects, revealing the benefits of traffic localization. More packets can be injected 

into the network, improving the throughput characteristics of each topology as shown in 

Figure 10a and Figure 10c, which also shows the throughput profile of the 2D topologies 

for reference. Analytically, increasing localization reduces the average number of hops 

that a flit must travel from source to destination. 

Figure 10a reveals that the 3D Stacked Mesh network provides best performance 

in terms of throughput in the presence of localized traffic. However, this is achieved by 

using a wide bus for vertical communication. Let us consider what occurs when the bus 

size is equal to the flit width of 32 bits. With low localization, the achieved throughput is 

higher than that in a 2D Mesh network. However, when the fraction of localized traffic in 

the vertical pillars is increased, a huge performance degradation is seen. This is due to the 

contention in the bus. When the bus width is increased to 128 bits, throughput increases 

significantly with increase in localized traffic. This happens due to less contention in a 

wider communication channel. 

Figure 10b and Figure 10d depict the effects of localization on packet energy, and, 

unsurprisingly, there is a highly linear relationship between these two parameters. Packet 

energy is highly correlated with the number of hops from source to destination, and the 

resultant reduction of packet energy with localization supports this correlation. For the 

mesh-based networks, 3D Ciliated Mesh exhibits the lowest packet energy due to its low 

hop count and very short vertical wires. In fact, at highest localization, the packet energy 



 38 

for a 3D Ciliated Mesh topology is less than 50% of that of the next-best-performing 

topology: 3D Mesh. For the tree-based NoCs, both 3D networks have much-improved 

packet energy with traffic localization.  

As can be seen from Figure 10, there are tradeoffs between packet energy and 

throughput. For instance, the best-performing topology in terms of energy, ciliated Mesh, 

operates at the lowest throughput even when traffic is highly localized. On the other 

hand, although a 3D Stacked Mesh network with wider bus width achieves superior 
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Figure 10. Localization effects on mesh-based NoCs in terms of: (a) throughput and (b) 

packet energy; and on tree-based NoCs in terms of (c) throughput and (d) packet energy  
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throughput without necessitating a highly local traffic distribution, it incurs more energy 

dissipation than other structures under local traffic due to the capacitive loading on the 

interlayer busses. However, the other topologies lie in some middle ground between these 

two extremes, and in general, it is clear that 3D ICs continue to effect improvements on 

NoCs under localized traffic. 

 

4.7 Effects of Wire Delay on Latency and Bandwidth 

In NoC architectures, the inter-switch wire segments, along with the switch 

blocks, constitute a pipelined communication medium as shown in Figure 11. The overall 

latency (in nanoseconds) will be governed by the slowest piplelined stage. Table 2 

showed earlier that the maximum wire delays for the network architectures are different. 

Though the vertical wire delays are very small, still the overall latency will be depended 

on the delay of the switch blocks. Though the delays of the switch blocks were 

constrained within the 15FO4 limit, they were still the limiting stages in the pipeline, 

specifically when compared to the fast vertical links. Yet, considering a hypothetical case, 

 

 

 

 

 
Figure 11. The pipelined nature of NoCs 
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which ignores the implications of switch design, where the clock period of the network is 

equal to the inter-switch wire delay, then the clock frequency can be increased, and, 

resultantly, the latency can be reduced significantly. With this in mind, latency in 

nanoseconds (instead of latency in clock cycles) and bandwidth (instead of throughput) 

are calculated. All other network parameters are kept consistent with the previous 

analysis. 

A plot of latency for all network topologies is shown in Figure 12, and Table 5 

depicts the network bandwidth in units of Terabits per second. To calculate bandwidth, 

the following expression is followed: 

 Nw
f

TPBW
flit

⋅⋅⋅=
1

max
, (13) 

where TPmax represents the throughput at saturation, f represents the clock frequency, wflit 

is the flit width, and N is the number of IP blocks. Table 5 shosw the performance 

difference achieved by running the NoC with a clock as fast as the inter-switch wire, 

Table 5. Bandwidth of Network Architectures at Simulated and Hypothetical 

Frequencies (Terabits/s) 

 f = 1.67 GHz f = 1/(max wire 

delay) 

% increase 

2D Mesh 1.357 3.711 173.5 

3D Mesh 2.412 6.596 173.5 

Ciliated 3D Mesh 1.457 3.983 173.5 

3D Stacked Mesh 2.488 6.804 173.5 

2D BFT 0.9543 1.039 8.9 

2D Fat Tree 2.515 2.738 8.9 

3D BFT 0.9543 2.474 159.2 

3D Fat Tree 2.515 6.520 159.2 
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disregarding the switch design constraints. It is evident that the tree-based architectures 

show the greatest performance improvement in this scenario going from 2D to 3D 

implementations, as the horizontal wire lengths are also reduced. 

 

4.8 Network Aspect Ratio 

The ability to stack layers of silicon is not without nuances. Upcoming 3D 

processes have a finite number of layers due to manufacturing difficulties and yield issues 

[3]. Furthermore, it is speculated [3] that the number of layers in a chip stack are not 

likely to scale with transistor geometries. This has a nontrivial effect on the performance 

of 3D NoCs. Consequently, future NoCs may have a greater number of intellectual 

property blocks in the horizontal dimensions than vertically. The effect of this changing 

aspect ratio must be characterized. 

For a more in-depth illustration of these effects, the overall performance of a 

mesh-based NoC in a 2-layer IC will be evaluated in comparison to the previously-

analyzed 3D 4×4×4 Mesh and 2D 8×8 Mesh. Here, a 64-IP 8×4×2 Mesh is considered to  
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Figure 13. Comparing two 2-layer NoCs: (a) Throughput vs. injection load, (b) Latency 

vs. injection load, (c) Cycle energy vs. injection load, and (d) Packet energy  
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match the 64-IP network size, in order to make the comparison of latency and energy as 

fair as possible, along with a 60-IP 6×5×2 Mesh to show a network which is similar in 

size and that results in a more square overall footprint than the 8×4×2 Mesh. Figure 13 

summarizes the analysis of these 2-layer ICs. Throughput characteristics are seen in 

Figure 13a. It shows clearly that the 6×5×2 Mesh achieves a significantly higher 

throughput than the 2D 8×8 Mesh and the 8×4×2 Mesh, which suffers from a high 

average hop count (4.44 vs 4.11 for the 6×5×2 Mesh), while achieving a lower maximum 

throughput than the 4-layer mesh. Likewise, the 2-layer mesh NoCs outperform the 2D 

Mesh in terms of latency, shown in Figure 13b, without exceeding the performance of the 

4-layer 3D instantiation. This trend continues when considering cycle energy (Figure 

13c) and packet energy (Figure 13d). These results are as expected. With the first layer 

added, significant improvements are apparent in terms of each performance metric over 

the 2D case. Though the multi-layer NoC exhibits superior performance characteristics 

compared to a 2D implementation, it will have to circumvent significant manufacturing 

challenges. Yet, even if implementations are limited to two-layer 3D realizations, they 

will still significantly outperform the planar NoCs. 

 

4.9 Multi-Layer IPs 

Throughout this thesis, each IP block has been assumed to be instantiated in one 

layer of silicon. However, as discussed in [10], it is certainly possible for the IP blocks to 

be designed using multiple layers. So, each network architecture is analyzed with mult-

layer IPs. The pipelined communication shown in Figure 11 is assumed; i.e. the NoCs are 
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constrained by the switch delay and it cannot be driven as fast as the inter-switch wire. 

Considering this, multi-layer IPs have no effect on either throughput or latency (assuming 

the same clock frequency for all networks), but there are nontrivial effects on the energy 

dissipation profile. This effect on packet energy is depicted in Figure 14. The energy 

savings come from reduced horizontal wire lengths. For instance, if a 2.5mm×2.5mm IP 

block is instantiated in 2 layers, the IP’s circuitry is spread over 2 layers, and the footprint 

reduces by a factor of 1.414. Similarly, if instantiated in 3 layers, the footprint reduces by 

a factor of 1.732, and with 4 layers, the factor is 2. Although the vertical wire lengths are 

increased 2, 3, and 4 times, respectively, in order to span the entire multi-layer IP, the 

negative effects on energy incurred by this are eclipsed by the significant reductions in 

horizontal wire lengths. However, multi-layer IPs increase the number of layers in a 3D 

IC, placing an increased burden on manufacturability. 

 

4.10 Conclusions 

This chapter covers a very significant thrust of this thesis. Through the application 

of real traffic patterns, the mesh-based and tree-based architectures of chapter 3 were 

evaluated in terms of throughput, latency, energy, and area overhead. In terms of 

throughput and latency, the new mesh-based topologies effect significant improvements 

over the 2D Mesh, while due to an exact topology match, no improvements are made for 

the tree-based architectures.  However, when energy is considered, all 3D architectures 

show very impressive gains compared to the 2D architectures. Additionally, area is 

reduced for all tree-based architectures and some mesh-based architectures. 
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Also, when traffic localization is considered, 3D NoCs continue to show 

improvements in terms of throughput and energy. At high localizations, the 3D Ciliated 

Mesh architecture shows its greatest advantage, low packet energy; this may be reason to 

use this architecture despite minimal throughput improvements over the traditional 2D 

Mesh. Next, the implications of wire delay are investigated. If a network switch can be 

designed to match the maximum wire delay, the architectures with the shortest 

interswitch wire lengths, such as all mesh-based architectures and the 3D tree-based 

architectures, can exhibit dramatic improvements in terms of bandwidth and latency. 

Finally, two-level 3D NoCs are evaluated, and the implications of multi-layer IPs are 

established. Two-level NoCs show a less-significant improvement over 2D versions as 

expected, and if many-layer 3D ICs become more manufacturable in time, multi-layer IPs 

will allow further reductions in energy to be realized.  Overall, the advantages of 3D 

NoCs introduced in this chapter provide very compelling reasons to adopt this 

methodology as 3D ICs become available in the ensuing months and years. 
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CHAPTER FIVE 

HEAT DISSIPATION PROFILE OF 3D NOCS 

Heat dissipation is an extremely important concern in 3D ICs. Already, thermal 

effects have been known to have significant implications on device reliability and 

interconnects in traditional 2D circuits [32]. With the reduced footprint inherent to 3D 

ICs, this problem is exacerbated as the energy dissipated throughout the entire chip is 

now constrained to a smaller area, therefore increasing the energy density of these 

circuits. As a result, it is imperative that thermal issues are addressed in any system 

involving 3D integration. 

Accordingly, an analysis of three-dimensional networks-on-chip is incomplete 

without an examination of temperature. It is especially important since the interconnect 

structure of a NoC can consume close to 50% of the overall power budget [13]. As 

temperature is closely related to the energy dissipation of the IC, this analysis will draw 

heavily upon the discussion of energy from chapter 4, sections 1 and 2. This chapter 

considers the 2D and 3D NoC architectures introduced in chapter 3 and evaluates them in 

the presence of real traffic patterns. Furthermore, chapter 4 has shown that the energy 

dissipated by the interconnection infrastructure, i.e. the communication energy, can be 

reduced compared to a 2D implementation by virtue of the inherent nature of the network 

architecture. Consequently, it will have a positive effect on heat dissipation.  

 

5.2 Temperature Analysis 
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Temperature in a 3D IC is related to a variety of factors including power 

dissipation and power density. In an integrated circuit, according to [33], the steady state 

temperature distribution is given by the following Poisson equation:  
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r
r
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−
=∇  . (14) 

Here, r is the three-dimensional coordinate (x,y,z). T(r) is the temperature inside the chip 

at point r, g(r) is the volume power density at that point, and kl(r) is the thermal 

conductivity. An important fact to note is that kl(r), the thermal conductivity, is 

constrained by the manufacturing process and a designer has little or no control over it. 

Therefore, the volume power density, g(r), is the parameter over which a designer has the 

most control. The challenge facing all designers of 3D ICs is to exercise control over this 

parameter. 

In a 3D integrated circuit, the volume power density of the chip is increased. The 

lateral dimensions are significantly smaller, and as a result, the total power of the circuit 

is dissipated in a much smaller area. For instance, in a four-layer 3D IC, the floor area is 

reduced by a factor of 4, for an eight-layer 3D IC, that area is reduced by a factor of 8, 

etc. Clearly, the energy of the entire chip is now constrained to a much smaller footprint, 

and the volume power density increases with respect to this. 

 

5.4 The Relationship between Temperature and Energy 

According to (14), it is clear that lower energy corresponds to lower heat. With an 

increase in volume power density, there is a corresponding increase in temperature. 
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However, with 3D integration, the density of the chip is increased. As a result, there is a 

factor leading to higher heat in 3D NoCs. On the other hand, in 3D NoCs the 

communication energy can be reduced compared to a 2D implementation due to the 

various factors explained above. Consequently, it will lead to lesser heat dissipation in 3D 

NoCs. To quantify the overall effects of these two opposing factors, the heat dissipation 

profile for the aforementioned 3D NoC architectures is evaluated in presence of realistic 

traffic patterns. 

  

5.5 Simulation Methodology 

The temperature profiles of the 3D NoCs were obtained through simulations 

following the methodology shown in Figure 15. First, the network architecture is chosen. 

Subsequently, the network switches are instantiated in VHDL and synthesized using 

Synopsys DesignVision and a 90-nm standard cell library from CMP [29]. Here, 

 

Figure 15. Design Flow 
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Synopsys PrimePower is run to generate the energy profiles of the network switches. 

Next, the overall floorplan of the NoC is created. In order to generate the energy profile 

of the entire NoC it is necessary to incorporate the energy dissipated by each inter-switch 

stage. This is calculated taking into account the specific layout of each topology 

following the method elaborated in [23]. 

Following this, the NoC simulator is run. It is flit-driven and utilizes wormhole 

routing; it is cycle-accurate and can model various network structures. A cycle-accurate 

simulation is run for 10,000 cycles in order for the network to stabilize, and it is 

subsequently run for 100,000 cycles to gather data. The simulator generates the overall 

energy profile of the NoC as well as traffic statistics, such as throughput and latency. 

Network topology, switch energy profiles, and injection load (which is the average 

number of flits injected into the network each cycle per processing element) are inputs to 

the simulator. 

Finally, with a complete floorplan and power profile, the Hotspot tool, developed 

by a research team at the University of Virginia [34], is used to generate the temperature 

profile. Hotspot takes the floorplan and applies the power profile to it, and with this 

information, it calculates the volume power density. From this, the temperature profile is 

generated. This design flow affords sufficient accuracy with the use of Synopsys 

PrimePower and Hotspot, but it also affords great flexibility in NoC design with the 

inclusion of the network simulator, as it is flexible in supporting many different 

structures. The simulator is capable of handling different types of traffic patterns, as well. 

For this analysis, a self-similar injection process [26] is followed, and traffic is 
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considered to be distributed randomly and evenly across the network, although future 

work will examine the effects of highly-localized traffic and other injection processes on 

temperature. 

 

5.6 Experimental Results 

In accordance with the prescribed methods, 64-IP instantiations of each 3D NoC 

architecture were analyzed for thermal performance, with temperature taken as a function 

of injection load. As explained in section 4, temperature is closely related to power 

density, so, likewise, these temperature profiles are very similar in form to the energy 

profiles, shown in Figure 16a. The analysis begins with the 2D topologies. A plot of the 

temperature characteristics of the two architectures is shown in Figure 16b with the 

temperature normalized to the maximum temperature of the 2D Mesh, considered as the 

baseline case. Figure 16a shows temperature saturating at different values and at different 

injection loads for each topology, like the communication energy dissipation profiles.  

With a 3D network implementation, this thesis has shown significant 

improvements in terms of energy dissipation, particularly packet energy, which is shown 

again in Figure 16e. Packet energy is a more accurate representation of the cost of data 

transmission than cycle energy. Intuitively, it is clear that with more packets traversing 

the network, power will increase. This is why the packet energy in Figure 16e is an 

important attribute for characterizing NoC structures. The 3D Stacked Mesh and 3D 

Mesh structures show 33% and 42% improvements over 2D Mesh, and 3D BFT shows 

49% improvement over 2D BFT. These improvements in energy have substantial effects 
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Figure 16. Experimental results for 3D NoCs: (a) Cycle energy, (b) Maximum 

temperature in 2D architectures, (c) Hypothetical temperature for 3D architectures, (d) 

Maximum temperature for 3D architectures, (e) Packet energy, and (f) the normalized 

contribution to temperature per packet. 
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on the temperature characteristics of these 3D networks. Let us first consider the 

hypothetical case where 3D implementations of these topologies dissipate the same 

communication energy per packet as the 2D versions. This case is shown by the dotted 

lines in Figure 16c. It is very clear that in the absence of any packet energy gains, the 

result is a much hotter network. This is due to the inherent nature of 3D ICs. As discussed 

in chapter 2, when moving to a 3D NoC, the overall chip area remains constant while the 

footprint is reduced. In these 10mm×10mm 4-layer, 3D implementations, the entire 

energy dissipation of the chip is constrained to an area one quarter the size of the 

20mm×20mm 2D implementations. As a result, the power density should be significantly 

increased. 

However, the actual temperature profiles of the 3D networks, depicted by the 

solid lines in Figure 16d, show a marked difference. This highlights a very important 

characteristic of NoC in a 3D environment: the savings in communication energy 

incurred by choosing a 3D NoC implementation partially mitigate what would otherwise 

be a drastic increase in temperature.  

To help describe this effect, Figure 16f presents the normalized temperature 

contribution per packet, using the 2D mesh architecture again as the baseline case. The 

dotted bars represent the hypothetical case discussed earlier. The contribution to 

temperature per packet metric follows a similar idea to that of packet energy. Each packet 

sent through the network is responsible for a certain amount of energy dissipation. This, 

in turn, causes a rise in temperature. Therefore, as packet energy quantifies the energy 

efficiency of a NoC, the temperature contribution per packet thus quantifies the 
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temperature efficiency of a NoC. All topologies show real improvements over the 

hypothetical case, and, in fact, the 3D version of the BFT network have lower 

temperature than its 2D counterpart. This can be attributed, in part, to the very high 

(49%) decrease in packet energy that is characteristic of a 3D BFT implementation over a 

2D BFT instantiation. 

 

5.7 Conclusions 

The Network on Chip (NoC) paradigm has emerged as an effective methodology 

for designing big multi-core SoCs. On the other hand, 3D integration is emerging as a 

new interconnect paradigm to overcome the performance limitation of the conventional 

two-dimensional IC. 3D NoCs incorporate the advantages of these two new paradigms. 

When instantiating in a 3D environment, NoCs can reduce the temperature of the whole 

chip, which is one of the principal limiting factors of any 3D process. This happens due 

to the reduction of communication energy in 3D network structures. Depending on the 

specific network structure, some 3D NoCs are capable of even reducing the heat 

dissipation compared to a 2D implementation. Thus, 3D NoCs are efficient in addressing 

the heat dissipation concerns of SoCs implemented via 3D integration processes. 
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CHAPTER SIX 

CONCLUSION 

This thesis has demonstrated that besides reducing the footprint in a fabricated 

design, three-dimensional network structures provide a better performance compared to 

traditional, 2D NoC architectures. It has demonstrated that both mesh- and tree-based 

NoCs are capable of achieving better performance when instantiated in a 3D IC 

environment compared to more traditional 2D implementations. The mesh-based 

architectures show significant performance gains in terms of throughput, latency and 

energy dissipation with a small area overhead. On the other hand, the 3D tree-based 

NoCs achieve significant gain in energy dissipation and area overhead without any 

change in throughput and latency. However, if the NoC switches are designed to be as 

fast as the interconnect, even the 3D tree-based NoCs will exhibit performance benefits in 

terms of latency and bandwidth. Furthermore, 3D NoCs are efficient in addressing the 

temperature issues characteristic of 3D integrated circuits. 

The Network-on-Chip (NoC) paradigm continues to attract significant research 

attention in both academia and industry. With the advent of 3D ICs, the achievable 

performance benefits from NoC methodology will be more pronounced as shown in this 

paper. Consequently this will facilitate adoption of the NoC model as a mainstream 

design solution for larger multi-core system chips. 

 

6.1 Future Directions 
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Wireless NoC 

In a relatively radical departure from traditional copper wires, wireless signals in 

the RF and microwave spectra may be used to transmit data on-chip, and transmission 

can be either through waveguides or through packaging and IC structures.  Research 

groups such as Chang, et al. [35], propose using wave-guiding structures for on-chip 

communication instead of truly wireless transmission due to the prohibitive space 

concerns with antenna aperture.  However, Pande, et al. [36], believe that antennas based 

on carbon nanotubes can be utilized to create a NoC interconnection network using 

optical (as opposed to RF or microwave) frequencies. 

This wireless approach may be of particular use to 3D NoCs.  Principal limiting 

factors to the cost-effective fabrication of 3D integrated circuits are yield limitations [3]. 

In particular, this is related to the processes of vertical via insertion and bonding. If the 

vertical vias can be eliminated by the integration of wireless vertical communication, 

yield improvements may be possible. On the other hand, the fabrication of these 

nanotubes may be yield-inhibiting in their own right. These issues remain to be seen, and 

the implications of short vertical wireless transmission should be investigated. 

Furthermore, the possibility of instantiating the entirety of the 3D NoC using wireless 

communication should be examined as well. Lastly, the throughput, latency, energy, area, 

and thermal tradeoffs of wireless communication must be established. 

 

Further Temperature Analysis 

A principal limitation of the temperature analysis in chapter 5 is that only the 
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energy contribution of the interconnection network is considered and the energy 

dissipation of the IP blocks is ignored. This was done to free the analysis from the 

constraints of any specific application. Furthermore, as comparisons were made only 

between the different network structures, the conclusions will hold for most if not all 

applications. That said, however, a thorough analysis of temperature is not truly complete 

until the temperature contributions of the entire IC are exhausted. For proper 

thoroughness, future analysis should include multiple IC designs, each for a different 

application, and each evaluated using each of the NoC architectures introduced in chapter 

3. The applications may include a multi-core processor, a parallel processing ASIC such 

as an LDPC decoder or FFT computer, a video processing MPSoC, and a low-power 

ASIC. 

 

LDPC Decoder 

Networks-on-chip are well-suited for parallel processing algorithms due to the 

regular structure both of the networks and the algorithms. One algorithm that has 

attracted much research attention recently is low-density parity check (LDPC) decoding. 

LDPC codes [37] allow very high levels of error correction; these codes exhibit error 

performance that is closer to the Shannon Limit of any error correction code to date [38]. 

However, these codes require very intensive processing, and this can map well to a NoC, 

as shown by Theocharides, et al., in [39]. This application should prove to be an excellent 

test bench for demonstrating the network structures introduced in this thesis and their 

respective tradeoffs and advantages. 
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