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LATTICE-BASED MEDIA ACCESS FOR ENERGY-EFFICIENT

WIRELESS SENSOR NETWORKS

Abstract

by Ghayathri Garudapuram, M.S.
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Chair: Muralidhar Medidi

Media access in wireless sensor networks has distinct requirements including energy-efficiency,

low latency, simplicity, scalability, etc. Further, constraining efficient media access is the spatially-

correlated contention: several close-by nodes detecting an event send packets to the base station

simultaneously. Such contention adversely affects delay,degrades throughput and wastes energy.

Primarily motivated to overcome this contention, we propose a distributed topology control to

construct a lattice communication backbone. This collaborative lattice naturally provides two for-

warders for any backbone node to diffuse traffic, to employ low duty cycles, to allow staggered

wakeup scheduling, and to reduce set-up latencies. Further, the controlled topology of a lattice

allows a straightforward collision avoidance to overcome contention. We implemented our lattice

construction and associated media access using ns-2 simulator for evaluating its performance. Re-

sults shows that our lattice backbone provide significant energy savings, lower delay, and higher

throughput.
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CHAPTER ONE

INTRODUCTION

Wireless Sensor Networks (WSN) are event-based systems thatutilizes dense deployment of micro-

sensor nodes. These micro-sensors are low-cost and small form-factor embedded systems that are

capable of sensing, processing and wireless communication[34, 35]. The need for remote moni-

toring is the main motivation behind the deployment of such asensing and communication network

(sensor network) consisting of a large number of these battery-powered nodes. For example, such

system could be used either outdoors in inhospitable habitats, disaster areas, or indoors for intru-

sion detection or equipment monitoring.

These nodes monitor the environment to gather information like temperature, humidity, etc.

process them and forward the processed information to a user, or in general a base station. In

general, the base station is assumed to have more processingcapability and energy when com-

pared to the rest of the network. This forwarding typically occurs via other nodes using a flat or

clustered multi-hop path [36, 37]. Thus a node in the networktypically performs two essential

tasks: (1) sensing its environment and processing the information and, (2) forwarding the traffic as

an intermediate node in the multi-hop path. In typical sensor applications like fire detection, the

events occur rather infrequently. In these scenarios, the sensors spend considerable portion of their

lifetime to monitor the environment, during which little communication is required and the sensors

are said to be inmonitoring state. During the monitoring state, the radio is on and the node is

ready to receive packets. We denote this radio state asidle listening. Once the events are detected,

the sensors leave their monitoring state and actively participate in communication receiving and

forwarding packets.

As sensor nodes are battery-powered and often it is not possible to replace or recharge their

batteries, energy efficiency and extending the network lifetime are primary design objective in

wireless sensor network protocols. As radio circuitry consumes a majority of energy in the sensor
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node, even in idle state [25, 27], it is desirable to turn off the radio when there is no need for

communication without affecting the network connectivity. Because these networks are usually

densely deployed to obtain desired coverage [38], this redundancy in nodes can be effectively

exploited to achieve energy efficiency. Two approaches are popular for achieving energy efficiency

utilizing dense deployment of sensor networks: the first uses topology control that utilizes the

spatial redundancy to turn off nodes that are not needed for communication [28, 2]; and the other

uses duty cycles, based on temporal redundancy, to turn off radio [14, 31, 32, 30, 25].

Topology control achieves energy-efficiency by turning offnodes that are redundant with re-

spect to communication. As soon as a node powers down its radio, it is essentially disconnected

from the rest of the network and therefore can no longer participate in packet forwarding activity.

For simplicity, we refer to this state as the node being asleep. During this sleep state, the node’s

sensor and processor are still active and monitoring the environment. The goal of the topology

control technique is to coordinate the sleep transitions ofnodes while ensuring that the data can

still be forwarded from source to base station. Topology control achieves energy-efficiency while

preserving connectivity by selecting nodes to form a backbone network which is responsible for

maintaining the network connectivity. Other nodes which are not part of the backbone can turn-off

their radio and go to sleep. Protocols like GAF [28] and SPAN [2] are typical examples. GAF

divides the deployment area into virtual grids and a node is elected from each grid to be backbone

node. SPAN elects coordinators such that every node is either a coordinator itself or within one

hop from a coordinator node. These protocols require backbone nodes to be active all the time to

preserve connectivity. In order to avoid energy depletion of the backbone nodes, nodes take turns

to be a part of the backbone. This distributes work load and prolongs the network lifetime.

On the other hand, a node need not be active all the time to preserve network connectivity.

Duty cycles utilize this temporal redundancy of nodes to achieve energy efficiency. It allows each

node to be active for only a small portion of the cycle time andsleep (or turn off radio) the rest of

the cycle. If a node wakes up for a small amount of timeTactive and sleeps for the rest of the time
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TSleep in the cycle, duty cycle is defined asTactive /(Tactive+ TSleep). The energy conserved will be

proportional to this ratio. Though duty cycle increases theenergy efficiency, it creates additional

setup latency: at each hop, a node has to wait till its forwarder wakes up to pass on the packet.

Many protocols were introduced to minimize this setup latency. Protocols like STEM [24], PTW

[29] and LEEM [3] use dual radio to reduce setup latency. The additional radio is used to wakeup

the forwarder and make it ready to receive the data packet without incurring higher delay. Wakeup

scheduling schemes, on the other hand, were introduced to minimize this setup latency by using

predetermined patterns like staggering in DMAC [14] to achieve better delay. In DMAC, the nodes

along the path wakeup sequentially like a chain reaction, toallow continuous packet forwarding to

the base station. Other protocols like ECR-MAC [31], MS-MAC [32] and Multi-parent approach

[9] utilize multiple forwarders to reduce setup latency. Instead of a traditional tree topology, where

a node is always associated with a single forwarder and the packets are always forwarded through

the same fixed path, here each node is associated with multiple forwarders with different wakeup

scheme. Depending on when a packet arrives at a node, it always chooses the fastest path to reach

the base station. Most of these techniques rely on network-wide tight synchronization which is

expensive.

Traffic pattern plays a critical role in designing an energy efficient protocol. Convergecast is the

major traffic pattern in wireless sensor network [14, 11] which comprises of several nodes sending

reports to the base station. WSN also allows base station to send command/queries to nodes [9].

However, all-to-all traffic pattern is not common in a typical sensor network application [14]. So,

it is critical to optimize the traffic from sensor to base station. Worse, due to the dense deployment

aspect of WSN, all the near-by nodes sensing an event try to send reports to the base station at the

same time which leads tospatially-correlated contention[26, 8]. This contention, unique to sensor

networks, is a fundamental challenge which can significantly impair the network performance and

affect energy efficiency. Most of the proposed sensor networking protocols do not address this

contention.
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The two energy-efficiency approaches, based on spatial- andtemporal-redundancy, are orthog-

onal and they can be combined to achieve better network performance and energy efficiency. Mo-

tivated primarily by the challenge of spatially-correlated contention and energy constraints char-

acteristic to WSN, we propose to construct a communication backbone. The backbone addresses

contention by (1) reducing the number of active contenders for the channel; (2) facilitating straight-

forward collision avoidance between known contenders of the backbone; and (3) allowing multi-

ple paths (forwarders) between source and base station to diffuse traffic. Naturally, non-backbone

nodes conserve energy by not participating in the communication aspects of the network. Further,

to improve the energy-efficiency, backbone nodes themselves can employ a low duty cycle and a

wakeup schedule to take advantage of multiple forwarders. We chose alattice or mesh, a well-

studied interconnection structure, as the backbone as it naturally provides many of the desirable

features to address spatially-correlated contention and to provide better energy-efficiency, lower

delay and better throughput.

1.1 Organization of thesis

The rest of this thesis is organized as follows. Chapter 2 describes the motivation and requirements.

Chapter 3 reviews the related work. Chapter 4 describes our lattice-based topology control and

media access protocol. Chapter 5 presents the performance evaluation of the lattice and associated

media access. Finally, we conclude in Chapter 6.
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CHAPTER TWO

MOTIVATION AND REQUIREMENTS

Many protocols have been proposed to handle various issues in wireless sensor networks to effec-

tively support sensor network applications. Among them, media access is very important to ensure

good performance. As sensor networks use wireless channel for communication, we need some

media access mechanism to ensure that no two nodes are interfering with each other’s transmission,

and to deal with situations when they do. As wireless sensor networks are fundamentally different

from traditional wireless network, media access designed for these networks must be tailored to its

distinct requirements. Some of the distinct requirements of these networks are described below.

1. Energy-efficiency

Battery operated wireless sensor nodes which are deployed inharsh environments, are not

expected to be replaced of their batteries. Hence, these networks are expected to operate

for a longer time period before failing. In such a scenario, it is expected that the media

access mechanism has to be energy efficient and extend the lifetime of the network by a

considerable amount of time. A good protocol for wireless sensor network should address

this primary requirement.

These networks, which are event driven, are idle most of the time as events occur infre-

quently. Hence, nodes spend most of the life time in idle listening, while spending little time

in reporting events to the base station. Also, it has been well established that radio circuitry

of the node is the major consumer of the energy. Hence, it is desirable to turn off the nodes’

radio as much as possible to conserve energy. When a node turn’s off its radio, it is discon-

nected from the network and cannot participate in packet forwarding. This poses a challenge

for designing media access for sensor network which should preserve network connectivity

and at the same time conserve energy by turning off nodes’ radio.
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2. Spatially Correlated Contention

Sensor nodes are deployed in high density for obtaining reliability in event sensing [26].

Any event that occurs will naturally be sensed by large number of close-by nodes which will

try to send packets simultaneously to the base station to report the event. This tendency to

report simultaneously causes contention for the channel. This contention causes the nodes

to back-off causing packet backlog and wasting energy. Since this contention is caused by

nodes that are spatially related to the event, it is termed asspatially correlated contention.

This contention characteristic to sensor network, is a fundamental problem that needs to be

addressed by any media access protocol for sensor network. Unless it is taken care of, it

will substantially degrade the network performance of the network in terms of delay and

throughput.

3. End-to-end Delay

As described earlier, wireless sensor network is event driven. When a phenomenon occurs,

the nodes sensing the event generates packet to be sent to thebase station to notify about the

event. Depending on the type of application, the node may send packets at regular intervals

of time like temperature monitoring or the node notifies the base station on sensing some

rare event like in forest fires. In case of extreme deployment, the network might not be even

functional after the event like in forest fires. This brings in the necessity to hurl the packet

to the base station as soon as possible, so that appropriate action can be taken. For such

applications, the end-to-end delay of packets from nodes tobase station is very critical and

media access protocols designed for sensor network should be designed to achieve small

end-to-end delay.

4. Fairness

The main philosophy behind the deployment of the sensors is to report to base station if
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anything abnormal is sensed. This abnormal event will be reported by not just one by many

near-by sensor nodes due to sense deployment. As long as someof these packets reach the

base station, the purpose of the network is served. So, inherently the concept of fairness

for all nodes does not apply in wireless sensor network. Thisis different from a traditional

network where each node in the network is considered independent and treated fairly. So,

the protocol designed for sensor network should aim at delivering more packets to the base

station rather than considering the fairness for the individual nodes in the network.

5. Nature of Traffic

It is very essential to know the nature and the type of traffic in the network to design an

efficient protocol that can be tailored to the network. The two predominant types of traffic

in sensor networks are [14, 9]: nodes to base station (reverse direction) and base station to

nodes (forward direction). Generally , the base station sends a query/command message to

either all nodes or a subset of nodes in the network. Usually,this traffic from is not delay

sensitive, where as the traffic from source to base station isvery critical and its only for the

timely delivery of these packets that the network itself is deployed. The protocol should be

designed to optimize the traffic from source to base station.

Also, it is very essential to know how much of traffic will flow in the network to design an

efficient medium access protocol for any network. Due to the event driven nature of these

networks, as long as no event occurs, the network is going to be in idle state just monitoring

the environment. In most of the practical applications, occurrence of these events are rare and

infrequent. The protocols designed for such networks can take advantage and have minimum

functionality when the network is in idle state. Once an event occurs, nodes sense and

generates packets for the base station. At this stage when there are packets to be delivered

for base station, the network must operate to deliver packets with minimum delay. This

is fundamentally different from traditional networks, which is designed for constant traffic
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flow. So, a media access for wireless sensor network should have minimum functionality

when the network is idle saving energy and work at full efficiency when there are packets to

be delivered.

In addition, the source to base station traffic is aconvergecast traffic- traffic originating at

any part of the network ultimately converges at base station. This kind of traffic pattern

is very difficult to handle as they are prone to more contention and collision. Any protocol

designed for wireless sensor network should be able to address such converge cast traffic and

help in alleviating this contention to improve performance.
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CHAPTER THREE

RELATED WORK

3.1 General Overview

In wireless sensor networks, the sensor nodes are battery operated and it is often very difficult to

change or recharge their batteries for these nodes. In fact,some day we can expect these nodes to

be so cheap that we can discard them instead of recharging them. Hence, energy-efficiency and

prolonging the network lifetime are critical to any protocol designed for wireless sensor networks

[34, 35, 36]. It is important to view the problem of energy-efficiency as the one of extending the

lifetime of the network, rather than that of the individual nodes. Thus, in addition to improving the

efficiency of nodes, techniques to tackle the problem on the level of entire network is necessary.

Many protocols have been proposed for achieving energy-efficiency in wireless sensor network.

They can be broadly categorized as :

1. Topology Control Techniques.

2. Wakeup scheduling schemes.

3. Hybrid between Topology control and Wakeup scheduling schemes.

3.2 Topology Control Techniques

Topology control refers to the process of controlling the network connectivity graph in order to

achieve desirable features like high energy efficiency, lower delay and higher throughput. The

main goal behind the topology control mechanism is to reducenodes energy consumption in or-

der to increase the network longevity. Many topology control protocols have been proposed for

increasing the network longevity and they can be broadly categorized into three types [10]:

1. Mobile node based.
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2. Transmission power adjusting-based.

3. Sleep based techniques.

3.2.1 Mobile node based

Mobile node based techniques involve the use of mobile nodesand network topology is adjusted

by moving the mobile nodes appropriately. Mobile nodes are generally deployed along with static

nodes. The mobile nodes in the network will enhance the network capabilities - they could be used

to physically collect and transport data or to recharge and repair the static nodes in the network. A

key step towards realizing such networks is to develop techniques for network nodes to self-deploy

and reconfigure. Further, for successful operation of the network, the deployment should result in

configurations that not only provide good ‘sensor coverage’but also satisfy certain local (e.g. node

degree) and global (e.g. network connectivity) constraints. Poduriet al. considered the problem

of self deployment of mobile sensor network [20] such that deployment strategy maximizes the

area coverage of the network such that each node has at leastk neighbors, wherek is a user-

specified parameter. The algorithm is based on artificial potential fields to move the mobile sensor

and it is distributed, scalable and does not require previous map of the environment. Problem

of coverage and exploring an unknown dynamic environment isconsidered in [1]. It is achieved

using an efficient minimalistic algorithm that does not depend on global positioning system (GPS)

and usage of beacons to assist robots in coverage. Since we deal with static deployment, we skip

indepth discussion on mobile node based topology control. Interested reader can refer to [10] for

a good review.

3.2.2 Transmission power adjusting-based Topology control

Many topology control techniques attempt to manage the network topology by adjusting the nodes’

transmission power. Transmission power adjustment based techniques [21, 12, 17] aim at keep-

ing the transmission power low, which improves energy efficiency and reduces node degree [12]

and interference [17] while still maintaining the network connectivity, energy efficient routes [23],
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shortest paths [6] etc. Most of these techniques were designed for traditional ad-hoc networks

where arbitrary communication occur and minimizing transmission power provides reduction in

energy consumption. By eliminating longer links that incur more transmission power without af-

fecting the network connectivity, the transmission power required to communicate with the neigh-

boring nodes is reduced and hence energy is conserved.

A localized algorithm to construct Minimum-Energy Communication Network (MECN) [23]

was proposed by Rodopluet al. for stationary ad-hoc networks. MECN preserves minimum-

energy path between each pair of nodes. A improved version SMECN (Small Minimum-Energy

Communication Network) [39] of MECN was achieved by constructing a smaller network that

incurs lower link maintenance cost and lower energy consumption. They proved that the necessary

and sufficient condition for a subgraphG′ to retain minimum-energy path is to letG′ contain the

minimum-energy subgraphGmin that removes all the redundant edges. AsGmin requires great deal

of communication to distant nodes, they designed SMECN to form the suboptimal subgraphG′

to containGmin. SMECN performs significantly better than MECN while being computationally

simple.Strong Minimum Energy Topology(SMET) problem : “ adjusting each node’s transmission

power such that there exists at least one bidirectional linkbetween any pair of sensors (strongly-

connected) and the sum of all the transmit power is minimized” was studied in [40]. The problem

is proved to be NP-Complete and two heuristics were proposed to provide near optimal solutions.

Wanget al. proposed a localized Shortest Path Tree (SPT) based algorithm to construct an energy

efficient topology for wireless ad-hoc networks [41]. The links are assigned weights bases on the

required transmission energy and retain the links that contribute to minimum energy consumption

between nodes. The generated topology achieves lower totalenergy consumption than that of

SMECN.

In addition to keeping the minimum-energy path to achieve energy-efficiency, there are other

metrics that have been considered in topology control techniques. For example, it is desired to

have a bound on the node degrees, so as to prevent communication and energy bottlenecks. Liet
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al. [12] proposed a minimum spanning tree based topology control algorithm, denoted as LMST,

in which each node collects information about the nodes within its maximum transmission range

and then build a local minimum spanning tree independently.The generated topology preserves

network connectivity and bounds the node degree to 6 and alsocan be transformed to one with

only bidirectional links. However, bounding the node degree will not retain the minimum energy

path anymore [42]. This issue can be addressed by finding a good balancing point. The idea of

power spanner was proposed where the energy consumption of the routes can be at most a constant

factor away from the energy-optimal routes. Wang and Li proposed the first energy bounded power

spanner [43]. However, the node degree in the worst case can go up to 25 and topology construction

requires a higher message overhead.

While most of the earlier techniques only attempted to address the energy-efficiency issues by

minimizing the total energy consumption of the entire network, recently there have been works

targeted toward the energy balance issues in topology control. Baeket al. [44] proposed a power-

aware topology control algorithm in which each node determines the communication links based

on the neighbor’s location and residual energy. The resulting topology achieves better lifetime

when compared to LMST and SPT.

There are also other topology control techniques that achieves other objectives. Gaoet al.

proposed a Restricted Delaunay Graph (RDG) based routing for wireless ad-hoc networks [45].

The most important feature of this graph is that between any two nodes in the graph , there exists a

path in the RDG whose length, in terms of both hops or Euclidiandistance, is only a constant times

the optimal length possible. This feature will help to control the end-to-end delay in the packet

transmission and achieve better energy efficiency.
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3.2.3 Sleep-based Topology Control

All the previously mentioned topology control techniques focus on reducing the transmission

power to conserver energy. In wireless sensor network, a node spend most of its lifetime in idle lis-

tening monitoring the environment, while spending only small portion of time reporting any event.

Under this scenario, the most effective way to conserve energy is by turning-off nodes’ radio as

much as possible [28, 2, 24] , which is the basis of sleep basedtopology control. Once a node is

turned off, it can no longer participate in communication and help in packet forwarding. One of the

major challenge in sleep-based topology control techniqueis how to turn off more nodes without

affecting the network connectivity. As sensor network are densely deployed to achieve desirable

coverage [26], it is not necessary for all the nodes in the network to help in packet forwarding to

maintain network connectivity. Sleep-based techniques exploit this dense deployment to construct

a backbone which will maintain the network connectivity.

GAF [28] is one of the first sleep topology control protocol proposed to increase the network

lifetime by exploiting node redundancy to conserve energy.GAF conserves energy by identify-

ing nodes that are equivalent from a routing perspective andthen turning off unnecessary nodes,

keeping a constant level of routingfidelity. GAF moderates this policy using application- and

system-level information; nodes that source or sink data remain on and intermediate nodes mon-

itor and balance energy use. GAF is independent of the underlying ad hoc routing protocol. It

addresses this problem of finding nodes equivalent in routing perspective by dividing the whole

area where nodes are distributed into smallvirtual grids. The virtual grid is defined such that, for

two adjacent grids A and B, all nodes in A can communicate with all nodes in B and vice versa.

Thus all nodes in each grid are equivalent for routing. The deployment area is divided into virtual

grids and only one node in a grid remains active at a time and other are put to sleep. Each node

uses location information to associate itself with a virtual grid, where all nodes in a particular grid

are equivalent with respect to forwarding packets. The nodes in a grid coordinate with each other
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to determine who will sleep and for how much time. Initially nodes start out in thediscovery

state. When in discovery state, a node turns on its radio and exchange discovery messages to find

the other nodes within the same grid. When in discovery state anode sets a timer after which

it broadcasts its discovery message and enters theactive state. A node in the active state can go

to sleep state when it knows that there is some other node as representative for the grid. Nodes

then periodically wake up to trade places and hence accomplishing load balancing. Analysis and

simulation studies of GAF show that it can consume40% to 60% less energy than an un-modified

ad hoc routing protocol. Also, GAF was able to improve the life time by four-fold without signif-

icantly affecting the delay and throughput. The disadvantage with GAF is that the radio range is

underutilized, which means more hops are needed to cover a given distance. Also, it requires all

the backbone nodes to remain active to provide network connectivity.

Span [2] proposed by Chenet al. is another sleep based topology control technique. It is

a power saving technique for multi-hop wireless networks that reduces the energy consumption

without significantly diminishing the capacity or connectivity. Span [2] is based on the observa-

tion that when a region of a shared-channel wireless networkhas a sufficient density of nodes, only

a small number of them need to be awake at anytime to forward traffic for maintaining network

connectivity. It is a distributed, randomized algorithm where a node decides whether to sleep or

join forwarding backboneas acoordinator. Span adaptively elects coordinators from all nodes in

the network. Span coordinators stay awake continuously andperform multi-hop packet forwarding

within the ad-hoc network, while other nodes remain in the power-saving mode and periodically

check if they should wakeup and become a coordinator. Span achieves four goals. First, it en-

sures that enough coordinators are elected so that every node is in the radio range of at least one

coordinator. Second, it rotates the coordinators in order to ensure that all nodes share the task of

providing global connectivity roughly equally. Third, it attempts to minimize the number of nodes

elected as coordinators, there by increasing network lifetime, but without suffering a significant
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loss of capacity or an increase in latency. Fourth, it electscoordinators using only local informa-

tion in a decentralized manner - each node only consults state stored in local routing tables during

the election process. Span is proactive - each node periodically broadcasts HELLO messages that

contain the node’s status (whether or not the node is a coordinator), its current coordinators and

its current neighbors. A span node switches from time to timebetween being a coordinator and

being a non-coordinator. A simple election algorithm is implemented to decide who will be the

next coordinator. Span was able to extend the network lifetime by a factor of two still preserving

the total network capacity. It also requires all the backbone nodes to be active to provide network

connectivity.

3.3 Wakeup scheduling schemes

In contrast to sleep based topology control techniques, wakeup scheduling schemes utilize the

fact that a node need not be awake all the time. Sensor networks are essentially deployed over

very vast area and when there are events occurring in one partof the network, the nodes in the

other region do not participate in communication and need not be active. Also, when there are no

traffic in the network, the nodes need not be active all the time wasting energy in idle listening

[30, 14, 29]. Spatial redundancy utilize this idea and turn off the nodes’ radio when there is no

need for communication and provide some mechanism to wake the radio up when communication

is necessary. In this scheme, a node wakes up for a small period of timeTactive and sleeps for the

rest of the timeTSleep in the cycle. Based on this, duty cycle is defined as follows:

dutycycle = Tactive

Tactive+TSleep

In sleep based topology control techniques, since there is aactive backbone, it will be able to

maintain a network connectivity and sustain performance. This might not be true in the case of

wakeup scheduling schemes. As the nodes wakeup only for a small period of time, the wakeup

scheduling schemes may not sustain network performance anymore and this poses a challenge of

optimizing the energy efficiency while maintaining networkperformance.
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S-MAC [30] proposed by Yeet al. is the first MAC of its kind to employ duty cycling for

achieving energy efficiency in sensor networks. Collision,overhearing, control packet overhead

and idle listening are identified as major source of energy wastage. The main goal in S-MAC

protocol design is to reduce energy consumption, while supporting good scalability and collision

avoidance. The protocol tries to reduce energy consumptionfrom all the sources that have been

identified to cause energy waste, i.e., idle listening, collision, overhearing and control overhead.

To achieve the design goal, the SMAC consists of three major components: periodic listen and

sleep, collision and overhearing avoidance, and message passing. S-MAC employs periodic sleep

wakeup mechanism to turn-off radio to reduce energy wastagecaused by idle listening. Each

node in a cycle sleep for50% of the time and wakes up for the rest. This decreases the energy

consumption by half. Also to employ such a kind of schedule periodic synchronization between

nodes is required. Also, synchronization is used to form virtual clusters of nodes on the same sleep

schedule. Each node maintains aschedule tablewhich has the information on the sleep schedule

of its neighbors. They build this table by exchanging messages before starting the duty cycle.

This enable a node to determine when its forwarder wakesup tosend the packet. Due to this duty

cycling, at every hop a node has to wait for its forwarder to wakeup and hence increase the end-

to-end delay. Collision avoidance is a basic task of MAC protocols. SMAC adopts a contention-

based scheme. Since multiple senders may want to send to a receiver at the same time, they need

to contend for the medium to avoid collisions. S-MAC follows802.11 procedures, including both

virtual and physical carrier sense and RTS/CTS exchange to address hidden terminal problem.

In 802.11 each node keeps listening to all transmissions from its neighbors in order to perform

effective virtual carrier sensing. As a result, each node overhears a lot of packets that are not

directed to itself. This is a significant waste of energy, especially when node density is high and

traffic load is heavy. S-MAC tries to avoid overhearing by letting interfering nodes go to sleep

after they hear an RTS or CTS packet. Since DATA packets are normally much longer than control

packets, the approach prevents neighboring nodes from overhearing long DATA packets and the
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following ACKs. S-MAC fragments a long message into many small fragments, and transmit

them in burst. Only one RTS packet and one CTS packet are used. They reserve the medium

for transmitting all the fragments. Every time a data fragment is transmitted, the sender waits for

an ACK from the receiver. If it fails to receive the ACK, it will extend the reserved transmission

time for one more fragment, and re-transmit the current fragment immediately. Though S-MAC

was able to significantly reduce energy consumption when compared to 802.11, the duty cycle

employed creates additional latency.

Lu et al. proposed DMAC [14] , an energy efficient and low latency MAC that is designed

and optimized for unidirectional data gathering trees. In order to reducesleep latencylike in

SMAC, DMAC uses the idea ofstaggering wakeup schedule, where the sleep/active schedule

offset depends upon its depth on the tree. This avoids the data forwarding interruption problem

and helps in continuous packet forwarding to base station. Astaggered wake-up schedule has four

advantages. First, since nodes on the path wake up sequentially to forward a packet to next hop,

sleep delay is eliminated if there is no packet loss due to channel error or collision. Second, a

request for longer active period can be propagated all the way down to the sink, so that all nodes

on the multi-hop path can increase their duty cycle promptlyto avoid data stuck in intermediate

nodes. Third, since the active periods are now separated, contention is reduced. Fourth, only nodes

on the multi-hop path need to increase their duty cycle, while the other nodes can still operate on

the basic low duty cycle to save energy. When a node has multiple packets to send at a sending slot,

it needs to increase its own duty cycle and requests other nodes on the multi-hop path to increase

their duty cycles too. D-MAC employs a slot-by-slot renewalmechanism. It piggyback a more

data flag in the MAC header to indicate the request for an additional active periods. The overhead

for this is very small. Before a node in its sending state transmits a packet , it will set the packets

more data flag if either its buffer is not empty or it received apacket from previous hop with more

data flag set. The receiver check the more data flag of the packet it received, and if the flag is set,

it also sets the more data flag of its ACK packet to the sender. With the slot-by-slot mechanism
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and the policy to set more data flag when buffer is not empty, DMAC can react quickly to traffic

rate variation to be both energy efficient and maintain low data delivery latency. DMAC uses a

data prediction scheme to improve latency and throughput. If a node in receiving state receives a

packet, it predicts that its children still have packets waiting for transmission. It then sleeps only

3µ after its sending slot and switches back to receiving state.All following nodes on the path also

receive this packet, and schedule an additional receiving slot. In this additional data prediction

receiving slot, if no packet is received, the node will go to sleep directly without a sending slot.

If a packet is received during this receiving slot, the node will wake up again3µ later after this

sending slot. To improve network performance under collision, D-MAC usesMore to Send(MTS)

packets. A node sends a request MTS to its parent if either of the two conditions is true: (1) It can

not send a packet because channel is busy. After the nodes back-off timer fires, it finds there is not

enough time for it to send a packet and it does not overhear itsparents ACK packet. It then assume

it lost the channel because of interference from other nodes. (2) It received a request MTS from its

children. This is aimed to propagate the request MTS to all nodes on the path. DMAC was able

to perform better when compared to SMAC in terms of energy andlatency. However, DMAC uses

data gathering tree which increase the probability of collision since multiple nodes at the same

level will share common forwarders. Also, the nodes at the same level in the tree waking up at the

same time competes for the channel which increases the probability of collision and impairs the

throughput.

S-MAC protocol trades energy for latency and throughput. T-MAC [25] was proposed by Dam

et al. to improve latency and energy-efficiency. To handle load variations in time and location

T-MAC introduces an adaptive duty cycle in a novel way: by dynamically ending the active part of

it. This reduces the amount of energy wasted on idle listening, in which nodes wait for potentially

incoming messages, while still maintaining a reasonable throughput. T-MAC achieves energy-

efficiency by minimizing the idle listening. The basic T-MACprotocol can be described as follows:

Every node periodically wakes up to communicate with its neighbors, and then goes to sleep again
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until the next frame. Meanwhile, new messages are queued. Nodes communicate with each other

using a Request-To-Send (RTS), Clear- To-Send (CTS), Data, Acknowledgment (ACK) scheme,

which provides both collision avoidance and reliable transmission. A node will keep listening

and potentially transmitting, as long as it is in an active period. An active period ends when no

activation event has occurred for a time TA. An activation event is: the firing of a periodic frame

timer; the reception of any data on the radio; the sensing of communication on the radio, e.g.

during a collision; the end-of-transmission of a node’s owndata packet or acknowledgment; the

knowledge, through overhearing prior RTS and CTS packets, that a data exchange of a neighbor has

ended. A node will sleep if it is not in an active period. Consequently, TA determines the minimal

amount of idle listening per frame. The described timeout scheme moves all communication to

a burst at the beginning of the frame. Since messages betweenactive times must be buffered,

the buffer capacity determines an upper bound on the maximumframe time. To facilitate the

implementation of duty cycle, synchronization is used and nodes that have the same schedule form

a virtual cluster. T-MAC also implements overhearing avoidance. One of its side effect, collision

overhead becomes higher: a node may miss other RTS and CTS packets while sleeping and disturb

some communication when it wakes up. Consequently, the maximum throughput decreases; for

short packets by as much as25%. T-MAC suffers fromearly sleepingproblem - node goes to sleep

even if a neighbor has message for it, which affects its throughput when compared to S-MAC. One

solution to overcome this problem is to usefuture-request-to-sendwhich informs the forwarder

that it has more packets to send. T-MAC outperforms S-MAC in terms of latency and energy

efficiency.

Rheeet al. proposed a hybrid MAC protocol, called Z-MAC, for wireless sensor networks that

combines the strengths of TDMA and CSMA while offsetting their weaknesses. Like CSMA, Z-

MAC achieves high channel utilization and low-latency under low contention and like TDMA,

achieves high channel utilization under high contention and reduces collision among two-hop
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neighbors at a low cost. A distinctive feature of Z-MAC is that its performance is robust to synchro-

nization errors, slot assignment failures and time varyingchannel conditions; in the worst case, its

performance always falls back to that of CSMA. Z-MAC uses CSMA as the baseline MAC scheme,

but uses a TDMA schedule as a hint to enhance contention resolution. In Z-MAC, a time slot as-

signment is performed at the time of deployment - higher overhead is incurred at the beginning.

Its design philosophy is that the high initial overhead is amortized over a long period of network

operation, eventually compensated by improved throughputand energy efficiency. DRAND [47],

an efficient scalable channel scheduling algorithm. DRAND isa distributed implementation of

RAND [46], a centralized channel reuse scheduling algorithm. After the slot assignment, each

node reuses its assigned slot periodically in every predetermined period, called frame. A node

assigned to a time slot is called an owner of that slot and the others the non-owners of that slot.

There can be more than one owner per slot because DRAND allows any two nodes beyond their

two-hop neighborhoods to own the same time slot. Unlike TDMA, a node may transmit during

any time slot in Z-MAC. Before a node transmits during a slot (not necessarily at the beginning

of the slot), it always performs carrier-sensing and transmits a packet when the channel is clear.

However, an owner of that slot always has higher priority over its non-owners in accessing the

channel. The priority is implemented by adjusting the initial contention window size in such a

way that the owners are always given earlier chances to transmit than non-owners. The goal is

that during the slots where owners have data to transmit, Z-MAC reduces the chance of collision

since owners are given earlier chances to transmit and theirslots are scheduled a priori to avoid

collision, but when a slot is not in use by its owners, non-owners can steal the slot. This priority

scheme has an effect of implicitly switching between CSMA andTDMA depending on the level of

contention. An important feature of this priority scheme isthat the probability of owners access-

ing the channel can be adjusted independently from that of non-owners. This feature contributes

to increasing the robustness of the protocol to synchronization and slot assignment failures while
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enhancing its scalability to contention.This protocol hasthe setup phase in which it runs the fol-

lowing operations in sequence :neighbor discovery, slot assignment, local frame exchangeand

global time synchronization. The results show that it has advantages in network with medium to

high contention.

Schurgerset al. [24] approached the problem of energy-efficiency by exploiting two degrees of

freedom in topology management: the path setup latency and the network density. They proposed

Sparse Topology and Energy Management (STEM) [24], which aggressively puts nodes to sleep.

STEM provides a method to wake up nodes only when they need to forward data, where latency

is traded off for energy savings. It integrates efficiently with existing approaches that leverage the

fact that nearby nodes can be equivalent for traffic forwarding. As a result, an increased network

density brings in more energy savings. STEM exploits the time dimension rather than the density

dimension. Strictly speaking, nodes only need to be awake when there is data to forward. This is

referred to as the network being in thetransfer state, and in many practical scenarios, this is a rather

infrequent event. Most of the time, the sensor network is only monitoring its environment, waiting

for an event to happen, and nodes can be asleep. For a large subset of sensor net applications,

no data needs to be forwarded to the data sink in thismonitoring state. In the monitoring state no

communication capacity is required. So nodes can save energy by turning off their radio. However,

if the nodes turn off their radio, they will not know when their neighbors require them to forward

the data. A solution would be to periodically make the nodes to turn on their radio for a short

interval of time to see if someone wants to communicate. The node that wants to communicate can

send out wakeup messages to the target node. In STEM, this wakeup message is sent in a separate

radio channel. The communication that happens in this frequency is called aswakeup plane. Once

both the sender and receiver has agreed successfully, the real data transmission takes place in a

separate frequency calleddata plane. The interval between sending wakeup messages by initiator

to the time when both nodes turn on their data radio is denotedassetup latency. Clearly, there is a

trade-off between setup latency and energy efficiency - higher energy efficiency incurs more setup
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latency. If the setup latency is high, it means the sender needs to send out more beacons which will

waste more energy. Also, this techniques relies on dual radio setup which is expensive.

Pipelined Tone Wakeup (PTW) scheme [29] was proposed by Yang and Vaidya to achieve a

balance between energy savings and end-to-end delay. The wakeup scheme uses the benefit of

separate wakeup tone to achieve balance between energy savings and delay. This scheme uses an

additional wakeup tone channel in addition to regular data channel. In PTW, each node will be

awake forTdtone duration and asleep forTsleep duration periodically, whereT = Tdtone + Tsleep.

When a node has packet to be sent out, it sends a wakeup tone in the wakeup channel which will

last for durationTp. Once a node detects a wakeup tone, it will stay active to receive the data

packet. As the wakeup tone does not have any receiver’s identity, any node within the transmission

range will be awakened. As the nodes are unsynchronized, thewakeup tone from the sender should

be atleastTp so that each neighboring node has at least one entire duration of Tdtone to detect the

wakeup tone.Tp should satisfy:

Tp = 2 × Tdtone + Tsleep = T + Tdtone

In this way, even if the worst case that the node starts its duty cycle just before the sender starts

to send the wakeup tone, the former node still has the next entire duration ofTdtone to detect the

node. After sending the wakeup tone, the sender knows that all its neighbors have been awake

and it proceeds to send packets on its data channel.Wakeup delaymay be defined as the elapsed

duration from the time a packet arrives at node’s wakeup module, to time the node passes the

packet to MAC layer, knowing that the target node is awake. PTW pipelines the wakeup of nodes

in order to reduce the setup delay. When a node has packet to send, it sends a tone in the wakeup

tone channel to wakeup its neighbors. Once a neighbor is selected, it wakes up its neighbors in

the wakeup tone channel simultaneously when the data is being sent in the data channel. Thus,

PTW reduces the setup latency and minimize the end-to-end delay. Using wakeup tone also avoids

the synchronization requirement for implementing the wakeup pipeline. Results show that PTW

is much efficient than STEM in terms of energy-efficiency and end-to-end delay. PTW requires a
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dual radio setup, and effectiveness depends on the data packet size and network bandwidth.

Dhanarajet al, proposed a reservation scheme,Latency minimized Energy Efficient MAC pro-

tocol (LEEM) [3], which is a novel hop-ahead reservation scheme ina dual frequency radio to

minimize the latency in the multi-hop path data transmission by reserving the next hops channel a

priori. Using LEEM, in a multi-hop sensor network, a packet can be forwarded to the next hop, as

soon as it is received by a sensor node, which helps in eliminating the delay incurred for setting up

the path. For the purpose of activating the data channel, thecontrol channel radio is made active

periodically and the sensor node checks whether any data is to be transmitted. When the active

time durations of the control channel radios of the nodes in the sensor network are not synchro-

nized, the wakeup signal is transmitted continuously untilit receives the acknowledgment. This

control channels active period is fixed to a minimum time period to save energy. Assuming R1

and R2 to denote the time to send the wakeup signal and acknowledgment, respectively, time for

which the control channel is required to remain active,Tactive is fixed at(2R1 + R2). This ensures

that the nodes can receive the wakeup signal even while they are not synchronized. At the time of

network setup, each node uses a proactive or table-driven routing protocol to make an entry about

the next hop node. Hence, every node maintains the information about the next hop node and the

data packet is forwarded to the data sink via the next hop node, using this information. In addition,

Tactive period of each node is synchronized with its next hop node. InLEEM, a time period of

(R1 + R2) is sufficient to ensure proper working of the wakeup process.The synchronization

helps to make reservations for multiple-hops and reduces the end-to-end latency. LEEM reduces

the setup latency by reserving the channel for next hop ahead. When an event occurs, the same

procedure of waiting for the control channel to get activated and sending the wakeup signal for

acquiring the data channel is carried out at the source sensor node. However, from the second hop

node onwards the waiting time becomes zero, as the channel reservation is done a priori. This is

because, whenever a data transfer takes place, the receiverof the nodes reserves the channel for

K hops ahead. If the value of K is one, it is an 1-Hop Ahead Reservation scheme. Otherwise, it
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is an N-Hop Ahead Reservation scheme. Hence, when the currenttransmission gets completed at

the receiver, the next hop channel becomes ready. Since the reservation is done before the actual

data transmission takes place in the multihop network, the delay for acquiring the next channel

is avoided, thereby reducing the multi-hop path setup delayto zero, except for the setup delay at

the source node. LEEM performs better in terms of energy-efficiency and end-to-end delay when

compared to PTW and STEM.

Geographic Random Forwarding GeRaF [33] is a forwarding technique for ad-hoc and sensor

networks based on geographical location. It enables nodes to be put to sleep and wake up without

coordination and to integrate routing, MAC and topology management into single layer. GeRaF

is based on the assumption that sensor nodes have a means to determine their location, and that

the positions of the final destination and of the transmitting node are explicitly included in each

message. In this scheme, a node which hears a message is able (based on its own position toward

the final destination) to access its own priority in acting asa relay for that message. All nodes who

receive a message may volunteer to act as relays, and do so according to their own priority. This

mechanism tries to choose the best positioned nodes as relays. In addition, since the section of

relays is done a posteriori, no topological knowledge or routing tables are needed at each node, but

the position information is enough. Geographic routing is used here to enable nodes to be put to

sleep and wake up without coordination, and to integrate routing, MAC and topology management

into single layer. To handle collision, GeRaF uses busy tone on a separate radio. The availability

of separate channels for the data traffic and the wakeup signaling is useful to facilitate protocol

operation, in particular to avoid that prolonged beacon periods interfere with data traffic. In this

case, there are no prolonged periods and therefore could usethe second radio to let the receiving

node issue a busy tone, which is a way to effectively prevent collisions at the receiver. More

precisely, the first radio is used for data communication andsecond radio is used to issue busy

tone. For collision handling, GeRaF requires extra hardwareand does not address the problem of

correlated contention characteristic to sensor networks.
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B-MAC [19] proposed by Polastreet al. is a configurable MAC for sensor network that pro-

vides a flexible interface to obtain ultra low power operation, effective collision avoidance, and

high channel utilization. To achieve low power operation, B-MAC employs an adaptive preamble

sampling scheme to reduce duty cycle and minimize idle listening. B-MAC supports on-the-fly

reconfiguration and provides bidirectional interfaces forsystem services to optimize performance,

whether it be for throughput, latency, or power conservation. B-MAC protocol contains a small

core of media access functionality. B-MAC uses clear channelassessment (CCA) and packet

back-offs for channel arbitration, link layer acknowledgments for reliability, and low power listen-

ing (LPL) for low power communication. B-MAC is only a link protocol, with network services

like organization, synchronization, and routing built above its implementation. Although B-MAC

neither provides multi-packet mechanisms like hidden terminal support or message fragmentation

nor enforces a particular low power policy, B-MAC has a set of interfaces that allow services to

tune its operation (shown in Figure 1) in addition to the standard message interfaces. These inter-

faces allow network services to adjust BMACs mechanisms, including CCA, acknowledgments,

back-offs, and LPL. By exposing a set of configurable mechanisms, protocols built on B-MAC

make local policy decisions to optimize power consumption,latency, throughput, fairness or re-

liability. For effective collision avoidance, a MAC protocol must be able to accurately determine

if the channel is clear, referred to as Clear Channel Assessment (CCA). Since the ambient noise

changes depending on the environment, B-MAC employs software automatic gain control for esti-

mating the noise floor. Signal strength samples are taken at times when the channel is assumed to

be freesuch as immediately after transmitting a packet or when the data path of the radio stack is not

receiving valid data. B-MAC provides optional link-layer acknowledgment support. If acknowl-

edgments are enabled, B-MAC immediately transfers an acknowledgment code after receiving a

unicast packet. If the transmitting node receives the acknowledgment, an acknowledge bit is set

in the senders transmission message buffer. B-MAC duty cycles the radio through periodic chan-

nel sampling that we call Low Power Listening (LPL). Each time the node wakes up, it turns on
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the radio and checks for activity. If activity is detected, the node powers up and stays awake for

the time required to receive the incoming packet. After reception, the node returns to sleep. If

no packet is received (a false positive), a timeout forces the node back to sleep. Though B-MAC

is light weight and able to provide good performance, it doesnot handle contention and hidden

terminal problems.

CC-MAC [26] is the first MAC of its kind to exploit the spatially correlated contention to its

advantage. It is designed based on the principle that a sensor node can act as representative node

for several other sensor nodes observing the correlated data. A subset of nodes that send messages

to sink are calledrepresentative nodesand CC-MAC employs a distributed algorithm that identi-

fies these nodes such that distortion is minimized. When a specific source node, transmits its event

record to the sink, all of its correlation neighbors have redundant information with respect to the

distortion constraint. This redundant information, if sent, increases the overall latency and con-

tention within the correlation region, as well as wasting scarce WSN energy resources. CC-MAC

protocol aims to prevent the transmission of such redundantinformation and in addition, prioritize

the forwarding of filtered data to the sink. In WSN, the sensor nodes have the dual functionality of

being both data originators and data routers. Hence, the medium access is performed for two rea-

sons: (1) Source Function: Source nodes with event information perform medium access in order

to transmit their packets to the sink. (2) Router Function: Sensor nodes perform medium access

in order to forward the packets received from other nodes to the next destination in the multi-hop

path to the sink. According to the spatial correlation between observations in WSN, the medium

access attempts due to the source function of the sensor nodes should be coordinated such that the

transmission of the redundant information to the sink is collaboratively prevented. However, once

a packet is injected into the network it has to be reliably transmitted to the sink since the correlation

has now been filtered out. Hence, the route-thru packet is more valuable at an intermediate node

than its own generated data packet. In order to address thesetwo different contention attempts in
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WSN, CC-MAC protocol contains two components corresponding tothe source and router func-

tionalities. Event MAC (E-MAC), filters out the correlated records and Network MAC (N-MAC)

ensures prioritization of route-thru packets. More specifically, a node performs E-MAC when it

has to transmit its sensor reading to the sink, while N-MAC isperformed when a node receives

a packet and tries to forward it to the next hop. Though CC-MAC shows a promising perfor-

mance when compared to S-MAC and T-MAC, it still does the address the problem of correlated

contention from multiple sources after employing CC-MAC.

Convergent MAC (CMAC) [13] was proposed to support low duty cycle while avoiding syn-

chronization. CMAC avoids synchronization overhead while supporting low latency. By using

zero communication when there is no traffic, CMAC allows operation at very low duty cycles.

When carrying traffic, CMAC first uses anycast to wake up forwarding nodes, and then converges

from route-suboptimal anycast with unsynchronized duty cycling to route-optimal unicast with

synchronized scheduling. CMAC has three main components:AggressiveRTS equipped with

double channel checkfor channel assessment,anycastto quickly discover forwarder, andconver-

gent packet forwardingto reduce the anycast overhead. The long preamble mechanismof BMAC

incurs high latency in order to ensure that the receiver is awake before sending the data. How-

ever, the receiver may wake up much earlier than the end of thepreamble, which makes part of

the preamble transmission wasteful. CMAC replaces this preamble with aggressive RTS, which

breaks up the long preamble into multiple RTS packets also called as RTS burst. The RTS packets

will be separated by fixed short gaps each of which allows receivers to send back CTS packets.

Once the transmitter receives a CTS, it sends the data packet immediately. Each gap need not

accommodate the entire packet as long as the sender can detect the preamble and cancel the next

RTS transmission. To allow the nodes to work at a very low dutycycle, the nodes must access the

channel very quickly each time they wake up. In order to avoida receiver waking up between RTS

transmission to miss the RTS burst, double channel check is used. Under this mechanism a node

will assess the channel twice with a fixed short separation between them each time a node wakes
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up. When an node does aggressive RTS, then nodes in the neighborhood can reply with CTS.

The neighbor nodes which are closer to destination are defined as forwarding set. There are many

nodes which can reply to RTS burst and hence CMAC prioritizes them to select the best forwarder.

CMAC achieves this by sub dividing the region into three partsand then nodes in each region can

send their CTS packet in their respective CTS slots. Further, each CTS slot is divided into mini

CTS slots and each node in a region select a mini slot randomly.When other nodes here the CTS

transmission, they will cancel their pending CTS transmissions. A node can use anycast or unicast

to forward a data packet. The nodes can make local decisions depending on the given parameter

to decide between them. When a node after a cycle of RTS burst, cannot find a better node in that

region, it converges from anycast to unicast to make greaterprogress. Though CMAC provides

better delay and energy efficiency, the RTS burst increase the energy consumption and wastes the

channel. Also, CMAC does not address spatially-correlated contention.

Energy-efficient Contention Resilient MAC (ECR-MAC) [31] was proposed by Zhou and Me-

didi to address the energy-efficiency and delay without the overhead of synchronization or addi-

tional hardware. ECR-MAC usesDynamic Forwarder Selection(DFS) to add flexibility to packet

forwarding to improve energy-efficiency and delay. DFS usesa lightweight topology organiza-

tion procedure that assigns multiple potential forwardersto collaboratively serve for a sender, and

each forwarder employs independent wakeup schedules without synchronization to reduce proto-

col overhead. A sender dynamically chooses the first activated forwarder for its packet forward-

ing, so ECR-MAC can save energy by employing a low duty cycle andalso achieve a short delay.

ECR-MAC uses active/sleep duty cycles and operates as follows: each node will be periodically

activated forTactive to detect any packet-forwarding requirements. Before transmitting packets,

a senderx will sense for a long enough durationTcs to detect on-going communication. If none

is detected,x sends WAKEUP messages periodically to see if one of its potential forwarders is

awake. Anyxs potential forwarder that receives a WAKEUP message will send a REPLY message

after sensing for a short random timeRsense, which effectively reduces REPLY collisions from
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neighboring potential forwarders. Upon receiving the firstREPLY from a potential forwardery, x

sends data toy. y then becomesxs real forwarder and replies an ACK message.Tactive should be

at least2Twakeup +Rsense +Treply long to ensure an active potential forwarder to receive WAKEUP

messages. ECR-MAC handles reply collisions by letting the sender after receiving colliding mes-

sages, resend a WAKEUP message to notify the potential forwarder that causes collision. At this

time, the corresponding potential forwarders randomly backoff a time period with in the contention

window to send a second REPLY and also randomly adjust their wakeup time slot to avoid future

collision.

3.4 Hybrid Schemes

Topology control techniques use the dense deployment of sensors to achieve energy-efficiency

either by reducing the transmission power or by making redundant node go to sleep. These tech-

niques still maintain network connectivity and are able to provide good network performance. On

the other hand, wakeup schemes utilize the temporal redundancy to make nodes sleep when they

are not needed for communication. Since these does not maintain network performance anymore,

achieving energy-efficiency together with performance is achallenge in these schemes. There are

new class of protocols that combine both topology control and wakeup schemes to achieve better

energy efficiency. Under hybrid technique, the topology control is used to assign efficient wakeup

schedule to nodes to enjoy the advantage of both topology control and wakeup schemes.

A new class of wakeup method calledmulti-parent[9] was introduced by Keshavarzianet al.

which assigns multiple forwarder with different wakeup schedules to each node in the network. In

many application scenarios and network deployments, the network is dense and therefore most of

the nodes at higher levels have many neighbors and they can communicate with many lower level

nodes. Multi-parent approach take advantage of this fact inthe multi-parent idea and exploit the

full connectivity of the network. Instead of using a tree network topology where a single parent

is assigned to each node in the network and the messages are always forwarded through the same
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fixed path, multiple paths and multiple parents with different wakeup schedules are associated

with each node in the network. Basically, in the multi-parentidea when a message arrives to a

node in the network, depending on its arrival time it choosesthe fastest path in the network to

get to its destination. For example, if the node has two parents it forwards the message to the the

parent which will wake up earlier. Another message that comes at a later time may find the other

parent/path to be optimal at that moment. The main assumption for the multi-parent method is that

we can divide the nodes in the network into multiple disjointgroups such that at least one parent

from each group can be assigned to any node in the network. Forexample, nodes in a graph are

divided into two groups, namely red and blue group. Then eachnode in the network has one red

parent (mother) and one blue parent (father). The base station is a special node which belongs to

both groups and can act as both parents. Unfortunately, thisproblem of dividing the nodes into

groups even for two forwarders isNP-Complete. Although a centralized heuristic was proposed,

its applicability in wireless sensor nodes with limited capability is questionable.

Zhou and Medidi proposed a distributed sleep based topologycontrol[32] to schedule nodes’

wakeup time slots, and designed a MAC protocol to benefit fromthis topology control for im-

proving energy-efficiency and delay, and handle spatially-correlated contention. This technique

aims at achieving very low duty cycle with low bounded end-to-end delay. In this topology con-

trol mechanism, the deployment area is divided into concentric circles and each node in a circle

selects forwarder from nodes in neighboring circle closer to the base station. The width of the

circles decides the path length to the base station. Each node in a ring will have equal number

of forwarders and their wakeup times are evenly distributed. This gives the bound on the end-to-

end delay. Also, staggering is employed by making nodes wakeup like a chain to improve the

delay. But this topology control mechanism assumes a tight global synchronization which is very

expensive to achieve.
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CHAPTER FOUR

LATTICE-BASED MEDIA ACCESS

The protocol design for wireless sensor network is steered by certain fundamental constraints char-

acteristic to these networks like energy and spatially-correlated contention. The proposed tech-

nique is designed to improve the energy-efficiency and address the problem of spatially-correlated

contention in wireless sensor network. The key idea behind the proposed technique is to construct

a communication backbone across the network to address energy-efficiency and contention by re-

ducing the number of active contenders for the channel. Also, the backbone provides a controlled

topology which facilitates more than one forwarder for eachbackbone node to diffuse traffic as op-

posed to a data gathering tree which only increases contention in the converge-cast traffic inherent

in sensor networks. Further, the constructed topology should allow a simple collision avoidance

mechanism to reduce contention, a low duty cycle without increasing the setup latency and stag-

gering to lower the delay to achieve significant energy savings, higher throughput and lower delay.

The design choices considered while selecting backbone andconstruction of the lattice along with

media access is described in this chapter.

4.1 Need for backbone

In wireless sensor network, when a phenomenon occurs, many near-by node sense the event. These

nodes which sense the event try to send packets to the base station simultaneously. Obviously, in

wireless network, when many nodes try to access the channel at the same time, it causes contention

for the channel. Thus, among the nodes which compete for the channel only one node will win and

can send the data. Other nodes back-off to try at a later time.This creates backlog of packets in

nodes causing increase in delay and reducing the throughput. Also, energy is wasted in retrying to

send packets. This contention is caused by nodes that are spatially correlated i.e, they are close-by
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nodes deployed in the same area. And hence, this contention from near-by nodes is termed asspa-

tially correlated contention[26]. This contention is a fundamental problem characteristic to sensor

network which degrades performance like increasing energyconsumption, prolongs the delay and

affects the throughput. If spatially-correlated contention is not taken care, it will definitely degrade

the performance of the network. In some cases, it may even affect the performance of the network

so much that the network will not serve its deployment purpose. This contention is not confined

to the event area and will persist at every hop to the base station. In traditionalconverge-cast

traffic - where traffic originating at any node ultimately reaches the base station, many nodes at a

hop compete for a single forwarder at next hop. The nodes sensing the event might forward the

data to different forwarder which could compete for forwarder at next hop. This continues in the

converge-cast tree till the packet reaches the base station. This increases the delay at every hop as

it take more time for the node to forward packets to its forwarder in the presence of contention.

As spatially-correlated contention is detrimental to the network performance, it must be ad-

dressed by protocols designed for sensor network. The root cause of this contention is many nodes

trying to access the channel simultaneously. Restricting the number of nodes that can access the

channel reduces this contention. Based on this observation,our protocol handles this contention

by selecting a subset of nodes from the network that can access the channel. Since the access to

the channel is exclusively given to this selected subset of nodes, it is the responsibility of these

nodes to maintain the network connectivity. Hence, this node subset collaborate to provide a com-

munication backbone infrastructure to the network. The non-backbone nodes in the network can

use this backbone infrastructure to send the data to the basestation. The non-backbone nodes do

not participate in any communication activity to maintain network connectivity; hence they can

turn off their radio and go to sleep. Using such a node subset to assist in communication makes

the packet flow without incurring much delay due to reductionin contention. This technique of

selecting node subset to form the backbone restricts the communication pattern in the network and

can be categorized a topology control mechanism.
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Protocols like GAF [28] and SPAN [2] also implement topologycontrol mechanism and con-

struct a backbone. GAF divides the entire deployment area into virtual grid and selects a rep-

resentative from each grid to be a backbone node. SPAN uses a distributive algorithm to select

coordinator nodes to be a part of backbone. The motivation behind their backbone construction is

to make more nodes turn-off their radio and goto sleep. The proposed backbone construction aims

at selecting nodes so as to minimize the spatially-correlated contention which is not addressed by

other protocols. In addition to minimizing contention, this protocol also makes all non-backbone

nodes goto sleep which brings the additional advantage of being energy-efficient. By selecting the

subset of nodes to form backbone, the proposed technique minimize contention as well as achieve

energy efficiency which substantiates the need for a backbone in sensor networks.

4.2 Backbone design - Lattice

Our communication backbone is comprised of nodes that have been selected specifically to min-

imize contention. Such a backbone can be made efficient by designing them based on certain

characteristic specific to sensor networks. This section explores some of the design choices con-

sidered during backbone structure selection and reason forchoosing lattice as a suitable backbone

to minimize contention and improve energy-efficiency.

Topology control mechanism like GAF [28] and SPAN [2] which constructs backbone for

energy-efficiency, make their backbone nodes active throughout. Since idle listening consumes

substantial amount of energy, their backbone nodes tend to lose their battery power quickly and

die early. This decreases the life time of the backbone and hence the network lifetime. In order to

improve the backbone lifetime, nodes take turn to be a backbone node. This allows load sharing

among nodes resulting in uniform energy depletion among them. In order to decide the next

backbone node, these protocols use the residual energy level of nodes. For this, they exchange

messages about their energy level and other parameters which are inputs to an election algorithm

which decides the next backbone node. Always preference is given to node having more residual
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energy. This process of sharing information about the energy level and selecting next backbone

node wastes energy unnecessarily.

As the traffic in sensor network is infrequent, the backbone nodes need not be active all the time

to provide connectivity. It is a waste of energy to make backbone nodes active all the time when the

network is going to be idle most of the time. Instead the backbone nodes can just wakeup at regular

intervals of time to see if it needs to help in packet forwarding activity or else goto sleep. In other

words, backbone nodes can have duty cycle and follow a wakeupschedule scheme to conserve

energy without affecting the performance of the network. By making the backbone nodes sleep,

more energy is saved which increases the life time of the backbone as well as the network. Thus

the proposed technique uses both topology control and wakeup schedule; hence achieving higher

energy-efficiency.

Although, duty cycles help in conserving energy, it comes with a price. At each hop, a node

has to wait for its forwarder to wakeup before it can send the packet. The delay between the time

a node receives a packet to the time at which it can forward thedata to its next hop forwarder is

termed assetup latency. Having duty cycles on backbone nodes will incur setup latency at each

hop. This would increase the end-to-end delay of the packet.Other protocols [14, 25, 31, 32] which

use duty cycle for energy-efficiency also suffer from setup latency. Some of them use additional

hardware to reduce this latency. Additional hardware increases the cost of the network which is

undesirable. Others use a technique named asstaggering- aligning the wake up of nodes along a

path sequentially like a chain reaction, to allow continuous packet forwarding to the base station. A

example of such staggering in a data-gathering tree is shownin Figure 4.1. It was first introduced

in DMAC [14] and later used by many other protocols like MS-MAC [32] to minimize the delay.

Staggering significantly reduces the time required to wait for the forwarder to wakeup and hence

reduces the overall end-to-end delay. As duty cycles are desired in the proposed technique to

achieve better energy-efficiency, allowing staggering on the backbone will reduce the setup latency

improving the end-to-end delay.
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Figure 4.1: Staggering in Data-gathering Tree

The proposed technique improves energy-efficiency and handles spatially-correlated contention

by selecting a subset of nodes to form a communication backbone. To further improve energy effi-

ciency and delay it is desirable to have duty cycle and staggering on the backbone nodes. Following

this, the structure of the backbone needs to be decided.

Traditionally, many protocols suggest using shortest-path tree for data-gatherings in sensor

network. Since traffic originating at any node will ultimately converge at the base station, a tree

structure naturally captures this converge-cast traffic. In a shortest-path tree, each node in the tree

is associated with a single forwarder which is one hop closerto the destination. So it takes min-

imum number of hops to reach the destination using a shortestpath tree. Although shortest-path

tree is an ideal solution, as many nodes in a tree share a single forwarder, it gives rise to contention.

This contention for forwarder worsens as the traffic rate increases and degrades the network perfor-

mance in terms of delay, energy-efficiency and throughput. This contention for forwarder occurs
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because each node is associated with only one forwarder. If anode has multiple forwarder, then

this contention would decrease as there are more forwarder for a node to choose from. Multi-

parent approach [9] is based on this idea and allows each nodeto have more than one forwarder.

The wakeup times of these forwarders are uniformly distributed. Hence depending on when a

packet arrives at a node, it takes the forwarder who wakes up first. This allows a node to choose

the forwarder based on packet arrival leading to multiple paths between source and destination.

As opposed to traditional shortest path tree, this diffusesthe traffic in the network relieving con-

tention and improving performance. ECR-MAC [31] usesdynamic forwarder selectionto select a

forwarder among multiple forwarders. Here, the forwardershave randomly selected wakeup times

and a nodes uses a forwarder that wakes up first. Similarly, MS-MAC [32] uses topology control

to select multiple forwarders whose wakeup times are evenlydistributed. All these protocols were

able to benefit from having multiple forwarders and achieve better performance. Having multiple

forwarder also allows the network to have a lower duty cycle and still maintain the performance.

This motivates the proposed protocol to have multiple forwarders which would reduce contention

by diffusing the traffic improving the performance.

From the above discussion, it can be summarized that the proposed technique requires the back-

bone to support duty cycle, staggering and multiple forwarder to achieve better energy-efficiency

and address contention.

Lattice or mesh, a well-studied interconnection structure, can be considered for backbone

topology. An example of lattice is shown in Figure 4.2. Lattice structure has inbuilt regularity

where every node (except ones in boundary) has four neighbors. Nodes in the lattice backbone

structure can implement duty cycles following some wakeup schedule scheme. As lattice is a con-

trolled structure, the lattice nodes can be assigned a levelnumber which will reflect their lattice

hop distance from the base station in the lattice. Using thislevel number, the wakeup time of the

lattice node can be offset in a cycle time to create staggering to minimize the delay. This indi-

cates that lattice structure inherently provides a framework for implementing staggering. If base
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Figure 4.2: Lattice Structure

station is assumed to be one of the lattice nodes, then every lattice node has two lattice neighbors

which are closer to the base station and hence can be regardedas forwarders (parents). The other

two lattice neighbors are the ones from which the given node can receive data and are denoted

as senders (children). Thus, lattice provides two forwarders for each backbone node supporting

multiple paths between source and base station. Since each lattice node has just four neighbors,

a node needs to just synchronize with its neighbors for implementing staggering and hence local

synchronization is sufficient.

4.3 Assumptions

Similar to various other topology control techniques [28, 32], it is assumed that each node is aware

of its own location, which can be obtained using GPS or by other localization techniques [15].

Also it is assumed that each node knows its two hop information which can be easily obtained

by two stages of local broadcasts. Further, for simplifyingthe description, it is assumed that the

network deployment does not have any physical holes and the outer boundary identified.

37



4.4 Lattice Construction

To construct the lattice, nodes that form the lattice need tobe chosen and tagged that they will

be part of the backbone. In identifying such nodes which willform the backbone, the link length

between the adjacent nodes in the lattice is an obvious design metric and must be decided. In-

tuitively, selecting this link length to be the maximum radio transmission range,r, of the sensor

nodes seems obvious. A lattice where link length between adjacent nodes isr is denoted to be an

ideal lattice: in the sense that it requires the minimum number of nodes to encompass the network

and also minimizes the path length in the backbone among possible lattices.

As most of the time, sensor nodes are sprinkled over the sensing area in an uncontrolled fash-

ion, deployments typically suffer from irregularities andidentifying an ideal mesh is difficult and

requires global information. Moreover, the proposed technique is relying on the links in the lattice

heavily to accomplish all communication in the WSN: with a link length ofr, there will be more

wireless losses at the receiver. In particular, after about70% of the maximum radio transmission

range, the signal-to-noise ratio starts deteriorating significantly. So, instead the link length is cho-

sen to be around70% of the transmission range. This provides additional flexibility by allowing

more choices for node selection while constructing a mesh. Obviously, this is not as good as the

ideal lattice and requires more nodes to encompass the network at the same time inflating the path

lengths in the backbone.

An obvious technique to identify the lattice, where the linklength is around0.7r, is by identify-

ing physical coordinates relative to the base station and using the node closest to these coordinates

as the lattice nodes. However such an obvious technique, in the experimentation, did not lead to

controlled lattices (unless the deployment is very dense) making some of the links needed too long

and, sometimes, even artificially creating holes in the lattice. Another approach is to progressively

add nodes to form lattice in a greedy fashion. As this method requires only local information to
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make local greedy decisions, its implementation can also bedistributed which is suitable for im-

plementation in sensor networks. Naturally, such a greedy technique may not necessarily provide

the best possible lattice.

Our greedy construction of the lattice starts out from the base station BS. The BS selects four

nodesX1, X2, X3 andX4 from its one hop neighborhood as shown in Figure 4.3. From thepairs

(X1, X2), (X2, X3), (X3, X4) and (X4, X1), BS selects common neighborsY1, Y2, Y3, andY4

respectively so as to form four quadrilaterals and extends the lattice from the available two-hop

information. While there are many node pairs which satisfy this condition, the BS selects the best

pair depending on how close they are to provide the desired link lengths. Once the BS selects these

nodes, it tags these nodes as participants in the lattice by sending appropriate messages.

NodesY1 andY3 are further charged to grow the chain in opposite directions. NodeY1 selects

two nodesA1 and A2 first and then their common neighborY ′

1 . Among all the pairs that are

available,Y1 selects the best pair again based on their positions and desired link lengths. These

new nodes are inducted into the lattice and furtherY ′

1 is tagged responsible for continue growing

the chain (in the vertical direction, in the figure). Similarly, in the other direction,Y3 selectsB1

andB2 along with their common neighborY ′

3 to keep growing the chain.

As this process of adding quadrilaterals for chain construction progresses, nodeY1 has two

neighborA1 andX1 from which it can add a quadrilateral by finding a common neighborC1, again

using the two hop information, to continue lattice construction in the horizontal direction. Adding

lattice neighborC1 allows nodeX1 to add another quadrilateral by identifying an appropriate

common neighbor of nodesY4 andC1.

This process continues till it reaches the boundary. At thatpoint, lattice nodes try to grow

along the boundary; if they cannot, their neighbors are checked for the possibility of continuing

the boundary expansion.

Figure 4.4 shows a lattice obtained with this greedy technique. Clearly, this final lattice does not

look anything similar to the one expected out of the obvious approach utilizing physical coordinates
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Figure 4.3: Lattice Construction
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Figure 4.4: Resultant Lattice

but the links in the obtained lattice have lengths closer to the desired value and overcomes spatial

irregularities in the deployment. More critically, the desired lattice can be constructed quickly in a

distributed fashion using only local information.

4.5 Duty cycle with Staggering and Collision Avoidance

The previous section described a greedy, distributed lattice construction technique. While for-

mulating the design choices for the backbone, the backbone is required to support duty cycle,

staggering and multiple forwarders. The bare lattice that is obtained from construction does not

have all the properties that is desired in a backbone. Hence,lattice by itself, once constructed, does
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not deliver the desired performance. Its properties need tobe exploited, in the context of wireless

sensor networks, to design a tailored media access protocolto achieve the properties desired in a

backbone. Also, in lattice, each node in the lattice will have two children (or nodes which will use

it as a forwarder) from which it can receive data and could lead to contention. To take advantage of

this lattice structure to achieve better performance, the wake-up scheduling and collision resolution

needs to be fine-tuned to achieve energy-efficiency.

Traffic in wireless sensor network is infrequent enough thatthe backbone need not be active

always. The proposed protocol can implement duty cycle overthe lattice nodes also, providing

an edge over other protocols: not only non-lattice nodes canturn off their radio circuitry, but also

lattice nodes conserve energy by implementing a duty cycle thus extending the network lifetime.

To implement duty cycle, an obvious design metric is to determine the duration for which a

node will be active in a cycle time. It is desirable to have a smaller active period as it results in

higher energy-efficiency. During this active period in a cycle, the node has to receive data from its

senders. The node has to be active long enough to receive the data packet. If during this time, the

node has to receive a longer data packet, the active period has to long enough to accommodate the

reception of a data packet. As the traffic is infrequent, the node wastes energy by being in active

state for longer duration even when there is no traffic. In order to reduce this active period, the

sender can send a small beacon indicating to the receiver that, receiver needs to be active to receive

the data packet that is going to be sent next. This reduces theactive time of the nodes as the beacon

messages are small. When the network is idle, the backbone nodes will be active only for a small

duration of time to receive a beacon. When there are traffic to be served, the nodes are indicated

by beacon to stay awake longer to help in packet forwarding. In the proposed protocol, the beacon

messages are denoted as REQUEST packets.

Naturally, the size of the REQUEST packet will determine the time period of the active slot.

The amount of energy conserved is determined by the duty cycle which is ratio of active time
active+sleep time

.
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As the active period decreases, proportionally there is a better energy saving. In lattice, the regu-

larity of the structure allows only two nodes which can forward data to any node and thus enabling

a very small REQUEST packet which allows shrinking of the active time further. In MS-MAC

[32] and ECR MAC [31], the active period has to be long enough toresolve contention from mul-

tiple senders and is 2.2 ms whereas in lattice it can be reduced up to 1 ms which provides better

energy-efficiency for the same network parameters.

Figure 4.5: Lattice Color Assignment

In a lattice, each node has two forwarders through which it can send data to the base station. If

these two forwarders wake up at the same time, then the node can choose one of them to forward

data. But, this will not fully utilize the two forwarders thata node has. Instead, if these two

forwarders wake up at different time, then the node will havetwo chances in a cycle time to

forward the data to the forwarders. This will also reduce thedelay at first hop since a node need

not wait for a single slot in the cycle. If the wakeup slots of these two forwarders are evenly spaced
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in a cycle time, this naturally halves the delay at the first hop. Moreover, it is not always required

to evenly space the forwarder wakeup times. This opens up an option of designing how the wakeup

times needs to be distributed in a cycle. In order to select the wakeup time for each node, a simple

mechanism of two color assignment (red and blue) for nodes can be used. The lattice nodes are

colored in such a way that each node has a red and blue forwarder. All the red nodes will wakeup

together at the same time and all the blue nodes will wakeup together at a different time. An

example such a color assignment is shown in Figure 4.5. In thefigure, circle represents red nodes

and square represents blue nodes and every node has two forwarders - red and blue.

The proposed technique requires the lattice to support staggering to minimize the end-to-end

delay. Thus all the red nodes at the same level wakeup at the same time but after an offset from all

the red nodes at the next (farther from the base station) level. This minimizes the setup latency and

provides better delay. But for each node we have two forwarders of different color (red and blue).

It is possible that wakeup times of red and blue nodes at the same level can be next to each other

producing a double pipe effect or they can be equally spaced in a cycle to produced two single

pipe. They are shown in Figure 4.6 and 4.7. Altering the wakeup slot of two forwarders produces

different effect on the performance, which we will discuss in the performance evaluation section.

Assigning colors to the nodes of the lattice and implementing staggering alone does not fully

exploit the structure of the lattice. In lattice, a node can receive data only from two known senders

(children). But these two senders can try to send the data to a forwarder at the same time. This

causes contention and collision among the two senders whichcan be avoided by exploiting the

regularity of the lattice structure where every node has twochildren. This regularity allows us to

design a simple TDMA based collision avoidance mechanism toresolve contention from the two

senders. It is achieved by simply and consistently giving preference to one sender over the other -

for example, for a red colored node, its red colored (called left, for ease) sender over the blue (right)

sender. To decrease the duration of active period in a cycle,we only send a REQUEST packet to

make the node ready to receive the real data packet. Also, foreach cycle in the proposed scheme,
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Figure 4.6: Staggering - Single Pipe

Figure 4.7: Staggering - Double Pipe
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a forwarder can accept two data packets only. When a lattice node has a data to send, it follows the

following step to achieves it. Each node left followed by right, sends a REQUEST packet. This

will indicate the number of packets it needs to send. The forwarder node which receives these two

packets decide how much each of its children needs to send. Ifthey both have packets to send, then

the forwarder decides that they should send one packet each.If there is only one sender requesting,

it can send two packets. The forwarder conveys this information to the senders in a REPLY packet.

This is shown in Figure 4.8. Then depending on the reply, if a sender can use all the two slot,

then it sends one data packet followed by the other. If the sender can send one packet only, then

if it is a left node it will send in the first slot followed by right node which sends in the second

slot. Thus at any point of time, the senders to a lattice forwarder will never compete or contend for

the channel. The number of data packets could have been adaptively decided based on the load.

But this would lead to collisions when implementing staggering. Naturally, the staggering offset

is slightly larger (increasing the end-to-end delay) than if the technique allowed only a single data

packet to be forwarded: this design choice prioritizes coping with spatially-correlated contention

as more critical over speeding up the packet forwarding.

Figure 4.8: Collision Avoidance
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4.6 Data aggregation

Lattice construction and designing the media access to takeadvantage of this backbone were de-

scribed in the previous section. Lattice is only subset of nodes in the network. The nodes which

are not a part of the backbone needs to send data to the latticeso that it can be forwarded to the

base station. Since the backbone structure is sparse, many non-backbone nodes try to access the

lattice causing contention and affecting the backbone communication. In order to avoid contention

to access backbone and preserve the communication slots of the backbone to maintain network

connectivity, the proposed technique uses a simplepacket collection mechanismas follows.

During lattice construction, all nodes listen and collect information regarding their backbone

neighbors. Using this information, a non-lattice node picks up the nearest lattice backbone neigh-

bor and associates with it. When the non-lattice nodes sense an event, they will wait for the

backbone node to wakeup and send the packet. In order to reduce contention, a small random wait

time before sending packet to the backbone neighbor is included. All non-lattice nodes that need to

send packets to a lattice neighbor will be active and listening to the channel. When one of the con-

tenders succeed in sending packet to the lattice node, the others back-off and wait for a collection

message from the lattice node. A lattice node which gets a packet from the non-lattice neighbor

immediately switches to apacket collectionmode, become active for an appropriate interval of

time which does not affect the backbone communication, and sends the collection message. Since

the nodes sending data to a lattice node are spatially-correlated, we can perform a meaningfulfirst-

hop aggregationto improve the performance of the network: we approximate anaggregated packet

to be twice in length than original packet length to account for aggregation.

Lattice along with collision avoidance, staggering and data aggregation provides better per-

formance in terms of delay, throughput and energy consumption. Since every node in the lattice

can receive data only from two senders, it is possible to avoid collision with a simple collision

avoidance mechanism. So, the nodes no longer need to competefor channel. Having more than
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one forwarder helps in diffusing the traffic. Staggering reduces the setup latency and improves the

delay. Moreover, the energy saving can be attributed to regular nodes going to sleep and low duty

cycles on the lattice nodes.
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CHAPTER FIVE

PERFORMANCE EVALUATION

To evaluate the performance of the proposed protocol, the lattice construction and the associ-

ated MAC were implemented usingns2 [18] simulator. Extensive experiments were conducted to

test the performance of lattice and its associated MAC. As lattice employs low duty cycle, stag-

gering and multiple forwarders, it is compared against DMAC[14] (which utilizes staggering),

ECR-MAC[31] (low duty cycle and multiple forwarders) and MS-MAC[32] (staggering, low duty

cycle and multiple forwarders) in terms of end-to-end delay, throughput and energy consumption.

These protocols have been shown to perform better than the other existing protocols. In addition,

for baseline comparison, it is compared against IEEE 802.11which is a fully-active CSMA/CA

without any duty cycles.

5.1 Simulation Setup

The simulations were conducted on80m × 80m network with 500 nodes randomly distributed

having transmission radius of15m to mimic experiments reported in [14, 31, 32]. The base station,

located at the left bottom corner, remains active at all times. For lattice backbone, results of both

1% and0.5% duty cycles are reported. For DMAC, ECR-MAC and MS-MAC,10%, 1% and1%

duty cycles are used as suggested in [14],[31] and [32]. The0.5% duty cycle for lattice corresponds

to a similar cycle time as that of ECR-MAC and MS-MAC. Moreover, for 1% lattice, we test the

performance under two different types of staggering (single pipe and double pipe). Lattice1%

single pipe is denoted simply as Lattice1% in the plots. Other parameters, which are the same as

in [14, 31, 32], used in simulation are listed in Table 5.1. Experiments were conducted under single

source scenario to test the basic performance against otherprotocols and in multi-source scenario

to test the performance in the presence of spatially correlated contention. Each simulation was run

for 30 sec, sufficiently long enough for event reporting activity. Each data point is an average of
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Table 5.1: Simulation Parameters
Parameter Value
Data Packet Size (bytes)64
Bandwidth (Kbps) 100
Transmit Power (W) 0.66
Receive Power (W) 0.395
Idle Power (W) 0.35
Sleep Power (W) 0.00

20 independent runs, again similar to experimentation reported by the competing protocols.

5.2 Single-Source Scenario

In the single-source, the basic performance of lattice is compared against DMAC, ECR-MAC, MS-

MAC and 802.11(labeled fully active in the plots). Similar to [3, 31, 32], a random source node

(for lattice, the source is a backbone node) that is 6 hops away from the base station is selected

to send reports. Figure 5.1 shows the end-to-end delay against the hops: the hops here represent

the ideal hops and actual lattice path length is roughly double the ideal number of hops. In spite

of the path inflation, the1%-lattice outperforms other protocols and has the lowest delay, since

it uses a smaller cycle time, employs staggering which almost eliminates the intermediate setup

latency and has two forwarders with evenly distributed wakeup schedule. At1% duty cycle, lattice

has the lowest cycle time due to smaller active time which is possible because of existance of only

two senders only for each lattice node. Whereas ECR-MAC and MS-MAC needs a longer active

to resolve contention among the forwarders. The1% lattice implementing double pipe staggering

has higher delay when compared to the one implementing single pipe. In double pipe staggering,

a node has to wait for its sibling to receive packets before itcan forward the data to its forwarder.

This increases the delay by almost twice when compared to single pipe staggering. Even the0.5%-

lattice has a delay comparable to that MS-MAC, which has the lowest delay among the competing

protocols and which benefits from the multiplicity of forwarders in this single-source scenario.

Figure 5.2 show the energy consumption against reporting frequency. Separate plots to show
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Figure 5.1: End-to-end delay vs. Ideal Hops

the average energy consumption of lattice nodes alone are provided. The fully-active protocol

results in this plot is skipped since its energy consumptionis too high. Clearly, lattice consumes

least energy among all the competitor protocols as lattice employs two types of energy saving - all

non-backbone nodes are made to sleep and also backbone nodesemploy duty cycles. The average

energy consumption of lattice nodes alone is lower as it employs the lowest active time which

minimizes the idle listening still providing comparable, if not better delay. Although, the two

different types of staggering shows a difference in terms ofdelay performance their energy energy

consumption is nearly equal. The lattice energy consumption curve remains flat which indicates

that lattice is able to handle increased traffic rate well. The 0.5% lattice has the lowest energy

consumption as it employs the lowest duty cycle while maintaining a comparable peformace. D-

MAC has the highest energy consumption as it employs the highest duty cycle of10% and expends

energy in idle listening.

Experiments to see the performance of lattice in terms of delay and throughput as the reporting
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Figure 5.2: Energy Consumption vs. Reporting Frequency

frequency increases were conducted. Figure 5.3 shows the end-to-end delay in the lattice as re-

porting frequency increases. As the reporting frequency increases, as expected in lattice, the delay

increases gradually but slowly since there are multiple paths available which diffuses the traffic.

Delay curve of lattice1% and0.5% has a constant gap which is caused by the increased latency

at the first hop for0.5% lattice. Between lattice1% double and single pipe curve there is a cross

over point after which their delay characterstic changes. When the traffic rate is low, the single

pipe performs better as it delivers packet with lower delay,where as in double pipe packets have

to wait for extra slots unnecessarily increasing the delay.This trend changes as the traffic rate in-

creases - double pipe performs better when compared to single pipe. When there are more packets

to be sent, in double pipe since the wakeup of two forwarders are next to each other, the node can

packets quickly without waiting for the forwarder like in the case of single pipe. This reduces the

delay drastically when the traffic rate is high.
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Figure 5.3: End-to-end delay vs. Reporting Frequency

The results of throughput against increase in frequency is reported in Figure 5.4. For through-

put, almost all packets were received by the base station in the given reporting frequency range

indicating that the network throughput was not affected. The type of staggering does not affect the

throughput.

In summary, in a single-source scenario, the lattice which is a subset is able to perform equally

well or better when compared to the competing protocols which uses all the nodes in the net-

work. Using the smaller subset allows the proposed protocolto achieve significant energy savings.

The controlled structure with two parents that allowed a natural collision avoidance coupled with

staggering is able to provide a lower delay.

As the lattice constructed is a natural representation of the deployment area, if we consider

each lattice node to be a representative of the nearby nodes as in CC-MAC[26], we can handle

spatially-correlated contention in a straightforward fashion. However, since only a few nodes in a

region report the event, there will be less event-level reliability.
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5.3 Multi-Source Scenario

Next the performance of the lattice is evaluated in multi-source scenario under spatially-correlated

contentions by mimicking experiments reported in [31, 32].An event randomly placed 6 hops

away from the base station is selected: the sensor nodes within 10m of this event will report to

the base station. Also, similar to [31, 32], 8 such sources are randomly choose to send the reports.

Under this scenario, the performance of0.5% and1% lattice against DMAC, ECR-MAC and MS-

MAC is evaluated, while increasing the reporting freqency.

For some sensor applications, it is desirable to allow first 10% of the packets to reach bases-

tation quickly so that event response can be quick [14]. The end-to-end delay of the first 10%

packets against reporting frequency is shown in Figure 5.5.Since aggregation is used to collect

packets by a backbone node, we use the time difference between the creation of the oldest packet

in an aggregated packet and the time the aggregated packet reaches the base station to represent

the delay. Lattice outperforms its competitors and has the lowest delay in multi-source scenario.
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In lattice when a non-backbone node senses an event and has packet to send, it tries to forward

the packet to the nearest backbone node to which it is associated. When many nearby nodes sense

an event and wants to sends packets to base station, they willonly contend for the nearest back-

bone node. Since we have a simple packet collection mechanism where the backbone turns to

fully-active mode to collect packets over a interval of timewhich will not affect the backbone

communication, the regular nodes will be able to send packets to the backbone fairly quick. Once

the packets are at the backbone node, they are aggregated with the packets that were collected dur-

ing that cycle time. Once the packets are aggregated, they are transported to base station through

the lattice backbone. As lattice utilizes staggering and multiple parents (hence multiple paths), the

packets reach the base station quickly. The single-source scenario results supports this argument.

Moreover the collision avoidance mechanism natural to the lattice structure gives us a handle over

collisions, whereas other protocols like DMAC still sufferfrom contention at every hop. Though

ECR-MAC and MS-MAC have the advantage of multiple forwarders,they will not be as beneficial
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as in single source scenario as there is high level of contention which degrades the performance.

The1% lattice with double pipe has lower delay than the lattice with single pipe. When there are

more packets to send, the sending packets quickly rather than waiting for the next pipe as in single

pipe case reduces the delay.

The energy consumption against the reporting frequency is shown in Figure 5.6. Again the plot

for fully active 802.11 protocol is omitted as its too high. Clearly, lattice has the lowest energy

consumption among all the competitor protocols. Lattice has the lowest energy consumption as

it enjoys two types of energy saving: the non-backbone nodesgo to sleep without participating

in maintaining the network connectivity and the backbone nodes also employ duty cycle. The

average energy consumption of lattice nodes alone is still lower than that of all nodes in the case

of DMAC, ECR-MAC and MS-MAC due to smaller active time possible due to regularity of the

lattice structure. The energy consumption trend almost remains flat with slight increase as the

traffic increases which illustrates that lattice is able to handle the traffic load well. The lattice

0.5% has the lowest energy consumption due to smaller cycletime still providing a comparable

performace. ECR-MAC and MS-MAC has lesser energy consumptionwhen there is low traffic

and increases as the traffic increases and stabilizes. D-MAChas the highest energy consumption

due to increased cycle time and wastes energy in idle listening. Staggering (single and double pipe)

does not change the energy consumption much as expected.

Figure 5.7 shows the number of reports that reach base station against the reporting frequency.

Here the real (aggregated) packets that reach base station is denoted as physical packets . Each

physical packet is some form of aggregation of individual packets sent by non-lattice nodes which

is denoted as logical packets. Separate curves for physicaland logical packets that reach base

station is provided. As the reporting frequency increases,the number of packets aggregated into

a single packet is higher, hence the gap between physical andlogical packets increase as the rate

increases which is to be expected. As the reporting rate increases, the number of physical packets

reaching the base station is more in the case of double pipe asit is able to forward packets quickly
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Figure 5.6: Energy Consumption vs. Reporting Frequency

and cope with contention. The single pipe provides good delay when the reporting rate is less

where as double pipe provides better delay when the reporting rate is high.

Even though at lower rates all the protocols have comparableperformance, at higher rates1%

lattice has higher throughput. Since lattice has a handle oncontention even at higher rates and

lower cycle time, it is able to deliver higher throughput. The 0.5% lattice has lower physical

throughput since there is more aggregation. And, as the reporting rate increases, the logical packet

throughput as expected surpasses the competitors.

In summary, a subset of nodes that form lattice is able to showmuch better performance in

terms of energy efficiency, delay and throughput as it is ableto handle contention better. For

the simulation scenarios reported, the energy consumed forthe one-time lattice construction was

around 6 J. To put this in context, the capacity of 2/3-rds of two AA battery is around10.8 × 103

J. The energy efficiency achieved with the lattice well compensates for this construction cost.
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CHAPTER SIX

CONCLUSIONS

Wireless sensor network is an event based multi-hop wireless network which is used for remote

monitoring like forest fire monitoring. These network consists of large scale deployment of sen-

sor nodes which has sensing, processing and wireless communication capabilities. These sensor

nodes are battery operated which introduces the energy constraint. Hence, the protocol designed

for these network needs to be energy-efficient to increase the network longevity. Moreover, when

an event happens not one node, by many close-by nodes sense the event and try to send packet

to the base station simultaneously to report the event. Thissimultaneous access to the channel

causes spatially correlated contention - a fundamental problem which adversely affects the delay,

degrades throughput and wastes energy. Many protocols designed for sensor network does not ad-

dress this contention. To address spatially-correlated contention and energy-efficiency in wireless

sensor networks, we propose a distributed topology controlto construct a lattice communication

backbone. Lattice backbone addresses contention by reducing the active number of contenders

for the channel, naturally providing a controlled structure for straightforward collision avoidance

and two forwarders for each backbone node to diffuse traffic.The non-backbone nodes can use

this backbone to send packets to the base station. Energy-efficiency is achieved by making non-

backbone nodes sleep and having a low duty cycle on backbone nodes. Since the non-backbone

that needs to send data to the base station contends only the nearest backbone neighbor, the con-

tention is localized to the event area. Where as in other techniques, the contention exists at every

hop to the base station increasing the delay. Also, at every backbone node, the packets from the

nearest non-backbone nodes are aggregated before sending the data to the base station. This aggre-

gation is meaningful as it aggregates data from spatially correlated nodes. The aggregation reduces

the number of physical packets that needs to be transported into the lattice naturally reducing the

traffic improving the energy-efficiency. Compared to other protocols that also have low duty cycles

59



and/or staggering, the lattice backbone achieves shorter end-to-end delay, higher throughput and

achieves better energy-efficiency both in single-source and multi-source scenario.

In lattice backbone, it is possible that a node may run out of energy and die. In this scenario,

the lattice communication will get affected and hence we need a mechanism to tackle this situation.

For future work, we are currently devising a local healing mechanism, that involves only the local

nodes to elect a new backbone neighbor to preserve the backbone communication.

In sensor network, the predominant traffic pattern is converge-cast traffic - sensor nodes send-

ing packets to the base station. This causes theenergy holeproblem, where nodes closer to the

base station incur heavier workload and deplete energy quicker, impairing the network lifetime.

We are currently investigating, similar to the approach [16] of assigning different duty cycles for

nodes at different distances, a differential assignment tocope with the energy hole problem and

obtain balanced energy consumption across the topology forincreased network lifetime without

sacrificing network performance. The lifetime of the lattice backbone can be also improved by

having multiple such backbones and operating them one at a time alternatively. We are currently

exploring an efficient lattice construction mechanism for further lattices, given a base lattice.
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